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Abstract

In recent decades, severe waiting-time challenges have emerged for explanations of complex biological change within the Modern
Evolutionary Synthesis. Theorists continue to propose natural mechanisms which purportedly shorten these waiting times, but do
the arguments for these improvements take account of all relevant factors? Here we consider four proposed mechanisms for rapid
evolution: symbiogenesis, the action of transposable elements, horizontal gene transfer, and the use of alternative evolutionary path-
ways. In all four cases we find that the claimed evolutionary benefit fails to take all aspects of the proposal into consideration. On the
other hand,when laboratory processes analogous to evolution benefit from the teleological insights of the experimenters,we find that
time no longer poses an insurmountable obstacle. By extension, it seems reasonable to propose teleology as the solution to biology’s
waiting-time problem.
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INTRODUCTION
About sixty years ago, regarding the emergence of life
on earth, Nobel Laureate George Wald said,

Time is in fact the hero of the plot. . . . Given
so much time, the ‘impossible’ . . . [becomes]
virtually certain. One has only to wait: time
itself performs the miracles[1].

It seems that many biologists and philosophers have long
believed that Wald’s perspective on the power of time
applies equally to neo-Darwinism (sometimes called “the
Modern Evolutionary Synthesis”).

Is an evolutionary version of Wald’s appeal to time
still relevant, or has time actually become more of a
villain than a hero, with respect to the neo-Darwinian
story? The next section of this article will present some
relatively recent representative examples of what has
become known as the waiting-time problem. These ex-
amples are not insignificant, peripheral oddities, but
rather central components of the evolutionary account.

Evolutionary biologists continue to propose non-
teleological mechanisms that, when conjoined with the
standard theory, purportedly shorten waiting times. The

second section of this article will briefly examine a small
sample of these mechanisms. The question guiding this
examination is whether the claimed advantages of the
proposed mechanisms take account of all relevant factors.

The final section will draw on our knowledge of hu-
man teleological activity to explore the possible role of
purposeful action in overcoming the waiting-time prob-
lem.

THE WAITING-TIME PROBLEM FOR
UNDIRECTED EVOLUTION
The failure of the Modern Synthesis to explain the origin
of novel proteins, organs, and body plans[2]1 has been
expressed by numerous scientists who favor naturalistic
explanations of life:

Clearly something is missing from biology.
It appears that Darwin’s theory works for
the small-scale aspects of evolution. . . . The
large-scale differences of form between types

1In his “Notes” section for the Prologue, Meyer lists numer-
ous books and articles by scholars and scientists admitting or
inferring such problems with ND. See Notes 8 and 12
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of organisms . . . seem to require another prin-
ciple . . . that gives rise to distinctly different
forms of organism[3].

In the post-genomic era, all major tenets of
the Modern Synthesis are, if not outright
overturned, replaced by a new and incompa-
rably more complex vision of the key aspects
of evolution. . . . So, not to mince words, the
Modern Synthesis is gone[4].

Current evolutionary theory . . . largely
avoids the question of how the complex orga-
nizations of organismal structure, physiology,
development or behaviour—whose variation
it describes—actually arise in evolution[5].

The referenced authors, and many others [6–9], have pro-
posed various solutions to the problems they see in the
Modern Synthesis (discussed below). Interestingly, they
all agree that the solutions are sufficiently far removed
from classical neo-Darwinism as to constitute replace-
ments of that theory, rather than mere enhancements of
it.

Philosopher of science Stephen Meyer traces the root
of the problem to information [2]. However, as others
have noted, it can also be seen as a time problem:

The question unanswered by the two well-
established pillars of evolutionary theory (se-
lection and heredity) is whether, given the
rate and nature of changes in the DNA,
enough of the right kind of phenotypic vari-
ation will occur to allow selection to do its
work, powering complex evolutionary change.
. . . The Modern Synthesis . . . lacks the third
pillar required of a general theory of evolu-
tion, a pillar needed to explain the feasibility
of evolutionary change [10] (emphasis added).

This perspective echoes the views of Erwin and Valentine
from twenty years earlier:

Explanations for the Cambrian radiation . . .
have focused on species selection or tradi-
tional microevolutionary processes. The ra-
pidity of and low species numbers during the
radiation render these explanations unten-
able” [11] (emphasis added).

More recently, Shapiro wrote that,

molecular evidence about genome sequence
changes tell us that the simplifying assump-
tions made in the 19th and early 20th Cen-
turies are plainly wrong. . . . Many change
events have been quite rapid[12] (emphasis
mine).

Waiting for Novel Proteins
Axe has studied the ability of neo-Darwinian processes
to arrive at functional protein folds through purely blind
searches [14–16]. Relevant to our purposes, Axe’s re-
search explores whether blind processes can plausibly
cause a one-celled organism to produce the long sections
of new protein sequences needed to produce a novel,
functioning protein [16].

Using generous assumptions [15, 17]2 Axe calculates
that there would be “at most 5×1023 opportunities . . . for
mutations to craft a protein that performs the function in
question successfully [15]”. He then calculates that purely
random mutations would need to sample a minimum of
10104 sequences to reasonably expect to arrive at one
new functioning protein fold [15].

Axe acknowledges that the rarity of a protein fold
varies considerably with its complexity [14]. In his 2016
book, Axe calculates that even for a protein 153 amino-
acid residues in length, a blind search would on average
need about 1074 chances to arrive at a functional protein
fold [18]. Therefore, dividing this number by his assumed
number of 1014 chances per year (5 x 1023 opportunities
divided by 5 billion years), a blind Neo-Darwinian search
would need more than 1060 years for all 1074 chances to
be realized. Thus, available time (5 billion years) is less
than 10−50 as long as the time needed. Further research
could possibly change that picture, but as things now
stand, the waiting-time challenge seems formidable.

A waiting time challenge has also surfaced in a pro-
tein function co-option scenario. Reeves, Axe, and
Gauger recently subjected two enzymes, Kbl2 (2-amino-3-
ketobutyrate CoA ligase) and BIKB, to double mutations
by the millions to see if any of these mutants perform the
function of BioF2 (8-amino-7-oxononanoate synthase).
Reeves, et al. judged these three enzymes to be among
the candidates most evolutionally amenable to such a
co-option [19]. After testing 70% (nearly 8 million both
for Kbl2 and for BIKB) of possible doubly-mutated com-
binations, no detectible BioF2 function emerged [19].
Reeves et al., concluded that at least three mutations
would be required. They then calculated that getting
BioF2 function “by the classical recruitment mechanism”
from a highly similar enzyme via three mutations would
take 1015 years [19] – over 500,000 times the estimated
age of the universe. Of course, biologists have not ex-
perimentally tested all potential co-option scenarios like
this. However, this research produces quantitative data
suggestive of the severe waiting-time barriers which may
broadly be faced by the blind co-option the Modern
Synthesis envisions.

2Axe’s assumptions: 300-amino acid protein, a starting pop-
ulation of 10 billion, 1000 generations/year, mutation rate = 1
per cell, 5 billion years.
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Waiting for the Emergence of Whales
A high-profile example of a neo-Darwinian waiting time
problem—the evolution of whales—has been examined
by Sternberg and Wells [20, 21]. Between them they list
at least fifteen major adaptive modifications needed for
a successful transformation of a land-dwelling Pakicetus
into a fully aquatic whale. Based on the two-mutation
waiting time for hominids calculated by Durrett and
Schmidt [22], Sternberg estimates that to get just two co-
ordinated favorable mutations in a whale-ancestor would
take 43.3 million years [20]. Yet the time available for
the entire Pakicetus-whale transition at most 9 million
years [23, 24],3 and possibly as short as 2 million years
[20].

It is not currently possible to calculate how long
the neo-Darwinian waiting time would be for the fifteen
changes Sternberg and Wells list, plus all the other needed
changes which they do not list. The main reason for this
is that major morphological changes clearly require many
more than two mutations. Nevertheless, the conclusion
that the needed time greatly exceeds the available time
is firm.

Waiting for Human–Chimpanzee Divergence
In both scientific and popular writing, it is commonly
asserted that the similarity between the human and
chimp genome (ranging from 95% to 99%) [25–27] is
overwhelming evidence that the two species evolved from
a common hominin ancestor. Three teams of researchers
touch upon the question of waiting times for a series of
two mutations in creatures with long generation times
and small initial populations (such as hominins). Lynch
and Abegg estimate the waiting time at about 500 million
years [28? ], Durrett and Schmidt at 216 million years
[22], and Sanford, et al., at 84 million years [30].

Estimates of the time available for the divergence of
humans from chimps are far shorter, ranging from 6 to
13 million years [30–33].

Although these three cases do not in themselves show
that implausible waiting times are typical of the Modern
Synthesis throughout the history of all biological organ-
isms, they may explain the recent tendency to propose
non-classical (and non-teleological) evolutionary mecha-
nisms in an effort to correct the problem.

PROPOSED CORRECTIVE
AMENDMENTS TO NEO-DARWINISM
This section briefly evaluates four factors that have been
offered as solutions to the waiting-time problem: symbio-
genesis, transposable elements, horizontal gene transfer,
and alternative pathways.

3Due to the 2011 discovery a surprisingly old, fully aquatic
whale jawbone, a more accurate available waiting time could be
4 million years.

Symbiogenesis
Thomas Cavalier-Smith describes symbiogenesis as “the
extremely rare, but permanent merger of two organisms
from phylogenetically distant lineages into one radically
more complex organism” [39]. He lists several exam-
ples of symbiogenesis, including emergence of the plant
kingdom through converting absorbed cyanobacterium
into chloroplasts, and emergence of cellular mitochondria
through eukaryotes enslaving primitive bacteria [39].

However, since numerous modifications would have
been needed to transform a newly acquired symbiont to
an organelle [39, 40], it is unclear whether the required
timescale is actually reduced by this hypothesis.4 One
can imagine the central absorption event happening quite
rapidly, but, while Cavalier-Smith postulates how various
stages of symbiogenesis might have occurred, he does not
provide details about how long pre- and post-absorption
stages must have taken in order for the changes to be
fixed throughout the eukaryotes. In addition, he offers
no calculation to show that required times are less than
available times [39].5

Furthermore, the genetic systems of modern chloro-
plasts and mitochondria are distinct from the rest
of the cell [41], indicating that there has never been
“free-mixing” of the two genetic transcripts. Whatever
genetically-hybridized functions the eukaryotic cell re-
tains, they seem to be highly specialized, which again
implies protracted waiting times.

Even if symbiogenetic events did cause chloroplasts
and mitochondria in eukaryotic cells, these early events
would not resolve subsequent waiting-time problems,
such as the Cambrian explosion, the evolution of whales,
or the evolution of humans from a hominin-ancestor.
Cavalier-Smith acknowledges that symbiogenetic events
are “extremely rare” [39].6 He does not mention any spe-
cific ways those rare, early events helped shorten waiting
times for evolving the later, problematic novelties.

Transposable Elements
Molecular biologist Nina Fedoroff describes transposable
elements (TEs), as “DNA sequences . . . having the abil-
ity to move to new sites in genomes either directly by
. . . transposons . . . or indirectly through . . . retrotrans-
posons” [42]. TE relocations can significantly and rapidly
enlarge genome diversity [42], thereby possibly enabling

4Cavalier-Smith’s meticulous descriptions of numerous sym-
biogenetic scenarios bear out this point.

5Cavalier-Smith occasionally approximates how long ago he
believes certain symbiogenetic transitions occurred, and at one
point he suggests that an extra 400 million years allowed plastid
DNA to evolve the ability to “retain more genes” than mitochon-
drial DNA. None of these address whether the time required for
the multi-faceted symbiogenetic transitions is plausible.

6He asserts there are only 7 to 8 known cases, one incorpo-
rating mitochondria at the genesis of eukaryotes, and the other
six “to make diverse algae.”
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evolution to arrive at novel, complex features much more
rapidly than random mutations could.

Still, there are good reasons to question the ability of
TEs to shorten overall waiting times for major biological
innovations. In the first place, the time savings in one
step of the process point to significant time costs in other
steps. Besides moving DNA segments, transposition
and retrotransposition require enzymes (transferase and
reverse transcriptase, respectively). They also require nu-
merous complex regulatory mechanisms [42, 43], many of
which critically defend organisms from highly damaging
effects TEs can cause when they are expressed [44–46].
Some of these protective mechanisms include “repressive
protein complexes, histone methylation, RNA interfer-
ence (RNAi), and RNA-directed DNA methylation, as
well as recombinational regulatory complexes” [42]. More-
over, even if TEs speed diversity, Fedoroff admits, “The
epigenetic mechanisms that control homology-dependent
recombination . . . slow the pace of genome restructuring
to an evolutionary time scale” [42].

Horizontal Gene Transfer
Horizontal gene transfer (HGT) happens when genetic
material is directly transferred between organisms. As in
symbiogenesis, HGT can significantly and rapidly enlarge
genome size and diversity, possibly enabling natural se-
lection to start sorting genetic differences sooner, thereby
shortening evolutionary waiting times [11].7

Some biologists claim that HGT promotes (and per-
haps accelerates) evolutionary transformation [47, 48].
However, most of the genetic material transferred by
HGT (at least in animals and plants) consists of trans-
posons [47, 49]. Therefore, the difficulties that TEs face
for substantially shortening overall waiting times apply
equally here, the only difference being that in HGT the
new genetic material originates exogenously.

As with TEs, HGT would require complex transposi-
tion and regulation enzymes (both in the source organism
and in the host organism). Moreover, the likelihood of
harmful effects is even greater with HGT, since the ge-
netic material comes from a foreign body.8 In order to
mitigate damage to the host, the HGT process would
require specialized mechanisms to inhibit or silence the
transposons’ expression [43, 48].9 Fedoroff reports that
prokaryotes (and presumably eukaryotes as well) possess
“systems that discriminate endogenous DNA from that

7Over thirty years ago, Erwin and Valentine wrote about
HGT through viral infection as an accelerator of evolution,
albeit clarifying that it would only happen with “the aid of
other evolutionary processes.”

8Mathematically speaking, this concern could be partly com-
pensated for if the gross number of organisms experiencing
HGT’s were massive. Whether this compensating situation ex-
ists or has existed will require more research and calculation,
in order to clarify how many HGT’s would be necessary to
overcome the deleterious effects.

acquired through horizontal gene transfer and bacterio-
phage infection” [42]. As with transposition, the overall
waiting times for evolving these specialized enzymes and
mechanisms could offset any short-term time savings
brought by the rapid influx of genetic material.

Alternative Pathways
The proposed mechanism of alternative pathways is based
on the fact that the time required to evolve any given
function is reduced if multiple pathways to that function
exist. This mechanism thus asserts an innate genetic
flexibility in living organisms. Using mathematical mod-
els, some studies have concluded that for organisms with
large populations and short generation times, alternative
pathways could result in adaptations within reasonable
overall waiting times. Lynch and Abegg assert “the
existence of many plausible pathways by which com-
plex adaptations can emerge much more rapidly than
expected” [28]. Durrett and Schmidt report that “sig-
nificant changes in gene regulation can occur in a short
amount of time,” due to genetic flexibility” [22, 30].10

Can alternative genetic pathways really reduce wait-
ing times sufficiently? Several considerations suggest
otherwise. First, in his study of waiting times for novel
protein functions, Axe has already recognized that many
sequence routes to a given function are possible [16],
and taken those alternative routes into account in his
calculations. He still concludes, “Protein sequences that
perform particular functions are far too rare to be found
by random sampling” [16].

Second, as discussed above, Lynch and Abegg, Dur-
rett and Schmidt, and Sanford et al. all agree that, for
complex organisms with long generation times and small
populations, waiting times for even two mutations are
implausibly prohibitive. In the case of the purported
chimp ancestor-to-human transition, Sanford et al. as-
sert that even multiple alternative pathways do not solve
the problem [30].

The waiting time problem for a model ho-
minin population is so dramatic that we can-
not even begin to resolve the problem – not
even when we invoke the special case of hav-
ing many alternative strings that all meet the
same need . . . To completely dispel the wait-
ing time problem, one would need to invoke
the existence of vast numbers of alternative
strings (all . . . functionally equivalent), for
every evolutionary challenge [30].

9Fall, et al. claim that mechanisms in prokaryotes have the
ability to “modulate acquisition of new DNA in different genomic
positions.” One might also reasonably expect that eukaryotes
possess such a specialized capacity to discriminate.

10Sanford, et al., agree in part, with Durrett and Schmidt,
admitting that alternative pathways should at least “reduce
waiting times.”
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Regarding whale evolution, one could reduce Sternberg’s
estimated waiting time of 43.3 million years to 4.3 by
positing 10 alternative, two-mutation pathways to the
same function. While this about equals the best estimate
of the time available for the transition to modern whales,
it does not account for the time to evolve the full suite
of changes (at least fifteen and probably many more)
required for that transition. Moreover, these changes
likely would require substantially more than merely two
mutations each.

Returning to Durrett and Schmidt’s argument, these
authors acknowledge that “the [prior] existence of these
so-called ‘presites’ is necessary for the evolution of new
binding sites on a reasonable timescale” [22]. Appar-
ently, without somewhat fortuitous preconditions, wait-
ing times become unreasonable.

AN EVIDENCE-BASED CASE FOR
TELEOLOGY
Conceptually, teleological agency could drastically
shorten waiting times for complex biological features.
Teleology is neither blindly deterministic nor purely ran-
dom, nor merely a combination of the two. Rather, it
intentionally innovates by foreseeing goals and learning
and inventing paths to overcome obstacles. Consequently,
it can rapidly rule out large swaths of unlikely search
space, focusing only on potentially successful solutions
[51].11

Empirical evidence from genetic engineering and syn-
thetic biology shows how at least some biological trans-
formations can happen much more quickly through in-
telligent input and manipulation than through purely
unguided processes. Over recent decades, this evidence
has steadily narrowed the analogical gap between human-
designed artifacts and the entities we observe in nature.
These analogies may also indicate that teleological causa-
tion is the best explanation for the origin of complexity
that would otherwise be inexplicable.

The experimental evidence highlighted here is lim-
ited to intentional (teleological) changes of key aspects
of unicellular organisms by human researchers. Where
available, we will broadly compare the waiting times for
such changes with the waiting times estimated by re-
searchers for analogous changes purported to result from
purely non-teleological Neo-Darwinian processes. These
putative non-teleological waiting times, while quite long,
do not seem nearly as prohibitive as those calculated by
Axe above (e.g. exceeding the age of the earth by many
orders of magnitude). This is perhaps because different
estimation approaches were used, or because the partic-
ular biological subjects of their respective calculations
or estimates may be quite different. The purpose here
is to compare times with and without teleological input

11See Dembski’s discussion of information as the product of
ruling out possibilities.

in order to show from empirical data how drastically
teleology shortens waiting times.

First, as reported in 2012, a set of viral-bacterial
binding site experiments offer one brief example of the
scale of time saved by teleologically-manipulated unicel-
lular experiments. Justin Meyer et al., report that, on
average, viruses on which they experimented were able
to evolve the ability to bind to a new site on the outer
membrane of E. coli within 12 days [52].

Although this is extremely rapid by evolutionary stan-
dards, it is important to account for the role played by
the experimenters [52].12 Biologist Dennis Venema, re-
porting on the experiments, comments, “The researchers
used a genetic trick to almost entirely remove LamB
from a population of E. coli hosts. . . . The researchers
rigged it so that every so often a susceptible host with
LamB would be produced.”13 Meyer and his team do not
mention how much these intentional steps contributed
to the rapid binding site change.

Another very close analogy intimately linking human
agency to rapid biological transformation can be derived
from the results recently published by the Sc2.0 yeast
genome project, which aims to build a streamlined, syn-
thetic version of the Saccharomyces cerevisiae genome.14

This project was initially estimated to take about 12 years
to complete [53, 54], enlisting the efforts of laboratories
in ten locations around the world [55].

The Sc2.0 project is replete with strategic and tactical
goals, spanning all levels. From the project-wide mission,
to the goals guiding each particular team’s task of syn-
thesizing separate chromosomes, down to the preliminary
or component objectives for accomplishing small steps
toward team goals. The project’s educational mission is
to further spur “systematic studies of eukaryotic chromo-
somes” [55] and discover how “genome-wide engineering”
affects “living systems” [56]. The project’s practical aims
for building a basic yeast “chassis” include expanded
and faster “production of many pharmaceutical and in-
dustrial compounds” [57].15 Relevant to waiting times,
other key objectives concern speed and innovation, in-
cluding inducing “rapid and complex structural changes

12The 12-day waiting time does not include the 28 days during
which the team “cocultured a virulent (non-lysogenic) deriva-
tive of phage λ and E. coli B in 10 ml of a minimal glucose
medium in six replicate flasks . . . with daily transfers of 1% of
each community [etc.].” These are teleological manipulations of
conditions and specimens.

13Emphasis mine. Researchers achieved the balance through
careful, intentional manipulations.
http://biologos.org/blogs/dennis-venema-letters-to-the-duchess/the-
evolutionary-origins-of-irreducible-complexity-part-4

14The journal Science included eight articles on the Sc2.0
project interim results in its March 10, 2017 issue. Numerous
references from those articles appear in this section.

15See also the Frequently Asked Question “What kind of
biological questions can be answered with this approach?” at
the Sythentic Yeast 2.0 website (2017) http://syntheticyeast.org/faq/
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of synthetic chromosomes” [56].
Sc2.0 was designed to display three broad features:

stability, flexibility, and fidelity. In order to reduce non-
teleological change, teams intentionally designed features
into Sc2.0 to reduce “sources of genomic instability” in
the native genome by removing or isolating tRNA’s,
retrotransposons, and LTR repeats [55]. Sc2.0 project
leaders also aimed to design the genome to be flexible
in order to generate diverse sequences in different yeast
cells [55]. Specifically, teams inserted numerous (some-
times hundreds) of loxPsym sites into Sc2.0 chromosomes,
which “enable inducible evolution by SCRaMbLE (syn-
thetic chromosome rearrangement and modification by
loxP-mediated evolution)” [56]. The result is “a robust,
high fitness, engineerable chassis for unbiased exploration
of the viable genotype-to-phenotype space” [58]. Fi-
nally, project leaders designed Sc2.0 to largely maintain
“wild-type” phenotypic functions, and gene content and
arrangement [55, 56]. This was intentionally done to
enable rapid detection and correction of deleterious bugs
introduced through the synthesized genes [55, 59].

Sc2.0 Increased Speed
In addition to the key components of teleology and design
features to induce transformation, the various teams also
designed Sc2.0 to generate those diverse functions at a
rapid pace. Mercy, et al. report that the SCRaMbLE
system is “aimed at accelerating genomic plasticity” [56].
Dymond and Boeke similarly comment on the feature
of speed: “Sc2.0 is highly plastic and can generate a
wide variety of genome variants with little additional
expenditure of time or money” [57].

Early in 2017, biologist Ben Blount, a project team
member noted, “The design changes we’ve made . . . will
allow us to induce rapid evolution within our synthetic
strains” [59]. Blount then provided experimental evi-
dence of such rapid evolution. Using the SCRaMbLE
protocol to test yeast cells already containing a par-
tially synthetic chromosome, and subjecting those cells
to abnormally high temperatures, Blount’s team dis-
covered that while most cells had died, one apparently
well-adapted strain had grown “absolutely huge colonies
overnight,” which was “quite a dramatic phenotypic
change for yeast and we’ve not seen evidence in the
literature . . . of yeast cells growing this fast overnight
on a plate” [60].

In a related series of experiments, Ali Awan, along
with Blount and other colleagues, redesigned a pathway
from another bacterium and then used it to induce yeast
to produce penicillin (a new function for yeast). Utilizing
the SCRaMbLE protocol on the partial version of Sc2.0
yeast with that same pathway, they quickly optimized
the bioactive penicillin yield to well beyond levels com-
mercially available for fighting Streptococcus pyogenes

[60, 61]. The final optimization step in this process pro-
duced the most striking effect on the waiting time, owing
to the synthesized Sc2.0 chromosome’s capacity for radi-
cal genomic flexibility. In two days, that step produced a
strain which doubled the yield; a result which the team
had previously needed four years to induce when they
started from a native (non-synthesized) yeast cell [60].
Admittedly, these experiments and their results are still
in their incipient stages. However, they do provide posi-
tive prototypical evidence of teleologically-manipulated,
rapidly-induced biological transformation.

For centuries, people have intentionally cultivated
and extensively engineered yeast for producing useful
substances, just as they have cultivated or bred count-
less other organisms. What stands out about Sc2.0 for
this discussion is the drastic accelerations it facilitates
for attaining favored, adaptive functions. On one hand,
Yue Shen, et al., comment that the wild-type version
of their team’s chromosome, from which the Sc2.0 ver-
sion was copied and redesigned “has naturally evolved
over millions of years” [58]. In contrast, if Sc2.0 is com-
pleted in 2018, a group of intelligent agents – within
about twelve years – will have produced not only one
yeast chromosome, but an entire streamlined and highly-
adaptable genome which is already producing sub-strains
with functions novel to the species. Roughly calculat-
ing based on Shen, et al.’s claim, teleology will have
accomplished highly analogous changes in a little over
one one-hundred-thousandth of the time he estimates it
took non-teleological processes.

Further, teleology also shortens waiting time in syn-
thetic biological research through the research teams
learning and sharing new time-saving methodologies from
their laboratory experiences. Blount comments, “The
synthetic yeast project itself has taken a long time, but
both because of background factors with technology in-
creasing and also the technologies that have come out
of this project itself, . . . if you were to make another
genome now, it would take you a fraction of that time”
[60]. Non-teleological processes like Neo-Darwinism and
its proposed supplements discussed above do not learn
through experience nor share their most effective meth-
ods with each other.

The time savings illustrated in this project (as well
as in the opening example regarding intentionally shifted
binding sites) highlights the point of this paper: Teleol-
ogy achieves biological changes similar to those claimed
for the Neo-Darwinian mechanism, yet in dramatically
shorter time. By extension, these examples offer proof-
of-principle, analogical support to the proposal that tele-
ology could provide a far better explanation than the
non-teleological mechanisms of the Modern Synthesis
for the appearance (or development) of novel biological
structures and systems.
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Objection: Merely Copying an Existing Genome?
A thoughtful critic might find fault with using the Sc2.0
experiments as an example. One might assert that one
cannot credit intelligent agency with speeding up waiting
times when human researchers have merely copied (or
streamlined) an already-existing, functioning genome.
Should we wonder that Neo-Darwinism waiting times
are longer than the waiting times for the Sc2.0 project
when blind mutation and selection did the lion’s share of
the hard work evolving the Sc genome in the first place?
This objection highlights a correct observation but misses
several key points. First, the example above of Awan,
Blount and their team’s “trial-run” experiments do not
merely illustrate duplication of an existing natural pat-
tern in a chromosome. Their experiments also con-
sisted of two innovative phases. The first phase in-
cluded four years of rigorous learning through trial and
error, not merely cutting and pasting genes from Peni-
cillium chrysogenum. The team redesigned the five-gene
metabolic pathway so that it would work in a different
organism, and ultimately produce a bioactive amount of
penicillin, a novel function for yeast [61]. The second,
much briefer phase utilized the teleologically-innovated
SCRaMbLE system to produce numerous variants, one
of which was, again, teleologically chosen (not merely
copied) because of its dramatically higher penicillin yield
[60]. Thus, while the generic Sc2.0 genome is largely
a replication of a natural genome, one of its prototype
variants, a truly novel yeast strain, required not mere
duplication but significant teleological, innovative ma-
nipulation.
Second, while the generic Sc2.0 genome is largely a repli-
cate, it is also important to remember that such repli-
cation closely mimics standard evolutionary processes.
Sc and its closest living relative species Saccharomyces
paradoxus share most of their DNA. The two species
“appear to be biochemically indistinguishable, have the
same chromosome number, and appear to be largely
syntenic” (having the same genes that share the same
approximate chromosomal location) [64].
Further, since functional change happens either by ran-
domly mutating and selecting duplicated genes [65]16

16However, see Leisola’s list of problems that accompany gene
duplication, which would likely incur long waiting times, p. 156.

or by horizontally receiving genes or even whole genomes
either transferred (by HGT) or absorbed (by symbiogen-
esis) from neighboring organisms [66], non-teleological
evolution itself relies on large-scale duplication of pre-
existing genetic information. In this sense, the Sc2.0
example is highly analogous. Awan et al.’s penicillin-
producing yeast could reasonably be thought of as an
example of teleological horizontal gene transfer, or even
perhaps teleologically-guided convergent evolution.
The purpose of including the example above of Sc2.0
and the penicillin generated by one of its variants is
not to show how intelligent designers can create brand
new organisms with completely novel functions entirely
from scratch. Rather, the purpose is to illustrate that
intelligent designers can closely mimic one small part of
what non-teleological mutation and selection and their
proposed supplemental mechanisms are purported to do,
only much, much faster. Viewed in this light, it seems
fair to compare Sc2.0 with Neo-Darwinian mechanisms
and their accompanying supplements.

CONCLUSION
The blind mechanisms of the Modern Evolutionary
Synthesis are confronted by seemingly insurmountable
obstacles of time. Faced with this, many biologists
advocate an “extended synthesis” which supplements
classic Neo-Darwinism with new, additional naturalistic
mechanisms [67].17 However, a full consideration of
these additions reveals that the decreases in waiting time
ascribed to them are more than offset by time increases
that tend to be overlooked. Teleological mechanisms,
on the other hand, clearly can shorten waiting times
drastically. This conclusion is now well demonstrated by
research in synthetic biology and genetic engineering.
The challenge for those still seeking a resolution of the
waiting time problems via non-teleological mechanisms
is to show quantitatively how such mechanisms can
plausibly overcome the formidable waiting-time problem
they face.

17This volume includes contributions by biologists advocating
a range of supplementary non-teleological mechanisms including
many of those listed under Proposed Corrective Amendments.

Volume 2018 | Issue 2 | Page 7



Evolution’s Waiting-Time Problem

1. Wald G (1954) The origin of life. Sc Am 191: 45-53.
doi:10.1038/scientificamerican0854-44

2. Meyer SC (2013) Darwin’s Doubt. Harper Collins (New
York).

3. Goodwin B (2001) How the Leopard Changed its Spots:
The Evolution of Complexity. Scribner’s (New York).

4. Koonin EV (2009) The Origin at 150. Trends Genet
25(11): 473-475. doi:10.1016/j.tig.2009.09.007

5. Müller GB (2017) Why an extended evolutionary
synthesis is necessary. Interface Focus 7(5): 1-11.
doi:10.1098/rsfs.2017.0015

6. Raff RA (1996) The Shape of Life: Genes, Development,
and the Evolution of Animal Form. University of Chicago
Press (Chicago).

7. Gilbert SF, Opitz JM, and Raff RA (1996) Resynthe-
sizing evolutionary and developmental biology. Dev Biol
173: 357-72. doi:10.1006/dbio.1996.0032

8. Erwin DH (2000) Macroevolution is more than re-
peated rounds of microevolution. Evol Dev 2(2): 78-84.
doi:10.1046/j.1525-142x.2000.00045.x

9. Davidson EH (2011) Evolutionary bioscience as reg-
ulatory systems biology. Dev Biol 357: 35-40.
doi:10.1016/j.ydbio.2011.02.004

10. Kirschner MW, and Gerhart JC (2005) The Plausibility
of Life: Resolving Darwin’s Dilemma. Yale University
Press (New Haven, CT).

11. Erwin DH, and Valentine, JW (1984) ‘Hopeful monsters,’
transposons, and metazoan radiation. Proc Natl Acad
Sci USA 81(17): 5482-5483. doi:10.1073/pnas.81.17.5482

12. Shapiro JA (2011) Evolution: A View from the 21st Cen-
tury. FT Press Science (Upper Saddle River, NJ).

13. Lewin R (1988) A lopsided look at evolution. Science 241
(4863): 291-93. doi:10.1126/science.241.4863.291

14. Axe DD (2004) Estimating the prevalence of protein se-
quences adopting functional enzyme folds. J Mol Biol
341(5): 1295-1315. doi:10.1016/j.jmb.2004.06.058

15. Axe DD (2011) The nature of protein folds: Quantify-
ing the difficulty of an unguided search through protein
sequence space. In: Dembski WA, and Gordon BL, eds.
The Nature of Nature. ISI Books (Wilmington, DE) pp
412-28.

16. Axe DD (2010) The case against a Darwinian ori-
gin of protein folds. BIO-Complexity 2010(1):1-12.
doi:10.5048/BIO-C.2010.1

17. Dodd MS, Papineau D, Grenne T, Slack JF, Rittner M,
et al. (2017) Evidence for early life in Earth’s oldest hy-
drothermal vent precipitates. Nature 543(7643): 60–64.
doi:10.1038/nature21377

18. Axe DD (2016) Undeniable. Harper Collins (New York).
19. Reeves MA, Gauger AK, and Axe DD (2014) Enzyme

families–Shared evolutionary history or shared design?
A study of the GABA-aminotransferase family. BIO-
Complexity 2014(4): 1-16. doi:10.5048/BIO-C.2014.4

20. Sternberg R (2010) Whale evolution vs. population ge-
netics. http://www.metacafe.com/watch/4165203/whale evolution vs
population genetics richard sternberg phd in evolutionary biology/

21. Wells J (2017) Zombie Science. Discovery Institute (Seat-
tle).

22. Durrett R, and Schmidt D (2008) Waiting for two mu-
tations: With applications to regulatory sequence evo-
lution and the limits of Darwinian evolution. Genetics
180(3): 1501-09. doi:10.1534/genetics.107.082610

23. Sternberg R, and Nelson P, “Whale Evolution vs. Popu-
lation Genetics,” https://www.youtube.com/watch?v=0csd3M4bc0Q

24. Warren M (2011) Ancient whale jawbone found
in Antarctica. Science on NBC news.com.

http://www.nbcnews.com/id/44867222/ns/technology and science-
science/#.WMTFPKKVWKI

25. Britten RJ (2002) Divergence between samples of chim-
panzee and human DNA sequences is 5%, counting in-
dels. Proc Natl Acad Sci USA 99(21): 13633-13635.
doi:10.1073/pnas.172510699

26. Rogers J, and Gibbs RA (2014) Comparative pri-
mate genomics: Emerging patterns of genome con-
tent and dynamics. Nature Rev Genet 15(5): 347–359.
doi:10.1038/nrg3707

27. Wildman DE, Uddin M, Liu G, Grossman LI, and
Goodman M (2003) Implications of natural selection
in shaping 99.4% nonsynonymous DNA identity be-
tween humans and chimpanzees: Enlarging genus
homo. Proc Natl Acad Sci USA 100(12): 7181–7188.
doi:10.1073/pnas.1232172100

28. Lynch M, and Abegg A (2010) The rate of establish-
ment of complex adaptations. Mol Biol and Evol 27(6):
1404–14. doi:10.1093/molbev/msq020

29. Lynch M (2005) Simple evolutionary pathways to
complex proteins. Prot Sci 14(9): 2217-2225 (2005).
doi:10.1110/ps.041171805

30. Sanford J, Brewer W, Smith F, and Baumgardner J
(2015) The waiting time problem in a model hominin
population. Theoretical Biology and Medical Modelling
12(18): 1-29. doi:10.1186/s12976-015-0016-z

31. White TD, Asfaw B, Beyene Y, Haile-Selassie Y, Love-
joy CO, et al. (2009) Ardipithecus ramidus and the pa-
leobiology of early hominids. Science 326(5949: 75–86.
doi:10.1126/science.1175802

32. Venn O, Turner I, Mathieson I, de Groot N, Bontrop
R, et al. (2014) Strong male bias drives germline mu-
tation in chimpanzees. Science 344(6189): 1272-1275.
doi:10.1126/science.344.6189.1272
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