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INTRODUCTION
The central dogma of molecular biology has had a profound 

impact not only on the study of molecular biology, but also on 
our common perceptions about life, our understanding of the 
causes of diseases and our approach to treatments. As articulated 
by Francis Crick more than sixty years ago and subsequently 
reinterpreted by other scientists, the central dogma underwrote 
the common belief that identifying and manipulating certain 
genes would enable us to solve the twin problems of world hun-
ger (e.g., via generating genetically modified organisms) and 
dreadful disease (e.g., via personalized medicine)[1,2]. A clear 
understanding of the true characteristics of molecular biology 
is both critical and urgent because the consequences of misun-
derstanding are severe and costly. In this paper, we will briefly 
review the history of and describe the problems with the central 
dogma and provide a revision that more accurately reflects our 
current understanding of molecular biology.
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HISTORY OF THE CENTRAL DOGMA 

Crick’s Central Dogma
In a March 19, 1953, letter, Francis Crick told his 12-year-

old son Michael about the discovery he and James Watson had 
made [3]:

Jim Watson and I have probably made a most impor-
tant discovery. We have built a model for the structure 
of de-oxy-ribose-nucleic-acid (read it carefully) called 
D.N.A. for short.… Now the exciting thing is that 
while there are 4 different bases, we find we can only 
put certain pairs of them together…only A with T 
and G with C.

Now on one chain, as far as we can see, one can have 
the bases in any order, but if their order is fixed, then 
the order on the other chain is also fixed.… It is like a 
code. If you are given one set of letters you can write 
down the others.
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Watson’s Central Dogma
Watson popularized a simplified version of the central dogma 

via his widely used Molecular Biology of the Gene textbook (now 
in its eighth edition). He illustrated the dogma with a figure (on 
which Figure 1 is based) and included the following description 
[8,9]:

The arrows indicate the directions proposed for the 
transfer of genetic information. The arrow encir-
cling DNA signifies that DNA is the template for its 
self-replication. The arrow between DNA and RNA 
indicates that RNA synthesis (called transcription) is 
directed by a DNA template. Correspondingly, the 
synthesis of proteins (called translation) is directed 
by an RNA template. Most importantly, the last two 
arrows were presented as unidirectional; that is, RNA 
sequences are never determined by protein templates 
nor was DNA then imagined ever to be made on 
RNA templates. 

Consequently, in most people’s minds, the central dogma 
describes the unidirectional transfer of genetic information 
from DNA to RNA to proteins [5]. Indeed, while not from 
Crick himself, a popular extension of the central dogma is: 
DNA makes RNA, makes proteins, makes us. In molecular 
biologist and Nobel laureate Walter Gilbert’s words: “Three bil-
lion bases of DNA sequence can be put on a single compact disc 
and one will be able to pull a CD out of one’s pocket and say, 
‘Here is a human being; it’s me!’” [10].

Pinning Down the Central Dogma
In spite of Crick’s clarifications, and in no small part due 

to Watson’s reformulation, significant confusion persists about 
precisely what the central dogma is and what it actually means 
in practice. Philosopher M. Polo Camacho observes that “the 
Central Dogma is not a unitary thesis with widely accepted 
meaning. The Dogma’s interpretations abound...” [11]. Cama-
cho identifies five interpretations of the Central Dogma [11]:

1.	 “DNA specifies RNA, which specifies protein. This 
view bears a close resemblance to a formulation often 
attributed to James Watson, which states roughly that 
DNA makes RNA makes protein.” This view is the most 
common interpretation and is often used in textbooks.

2.	 “DNA [is] the most significant cause contributing to 
protein synthesis.” This view is consistent with a gene-
centric view of the organism.

3.	 The third version “concerns the transfer of informa-
tion,” saying “that DNA alone carries information for 
protein.”

Now we believe that the D.N.A. is a code. That is, 
the order of the bases (the letters) makes one gene dif-
ferent from another gene (just as one page of print is 
different from another). You can now see how Nature 
makes copies of the genes. Because if the two chains 
unwind into two separate chains, and if each chain 
then makes another chain come together on it, then 
because A always goes with T, and G with C, we shall 
get two copies where we had one before.  (Emphasis 
in original).

The discovery was published one month later [4]. Near the 
end of their famous one-page-long article, Watson and Crick 
observed: “It has not escaped our notice that the specific pair-
ing we have postulated immediately suggests a possible copying 
mechanism for the genetic material” [4].

Four years later at a symposium held at University College 
London, Crick described his “sequence hypothesis” and prin-
ciples relating to the transfer of genetic information [5]. The 
latter was referred to in his notes and in later writings as the 
“Central Dogma” [6]. The sequence hypothesis states [6]:

The specificity of a piece of nucleic acid is expressed 
solely by the sequence of its bases, and that this 
sequence is a (simple) code for the amino acid 
sequence of a particular protein.

The Central Dogma states that [6]:

once ‘information’ has passed into protein it cannot 
get out again. In more detail, the transfer of informa-
tion from nucleic acid to nucleic acid, or from nucleic 
acid to protein may be possible, but transfer from 
protein to protein, or from protein to nucleic acid is 
impossible. Information means here the precise deter-
mination of sequence, either of bases in the nucleic 
acid or of amino acid residues in the protein. (Empha-
sis in original)

In 1970, in response to a challenge against the central dogma 
based on the discovery of reverse transcriptases (i.e., RNA-
dependent DNA polymerases), Crick explained, reaffirmed and 
clarified the central dogma [7]:

The central dogma of molecular biology deals with 
the detailed residue-by-residue transfer of sequential 
information. It states that such information cannot be 
transferred from protein to either protein or nucleic 
acid.

This later version is a combination of his sequence hypoth-
esis and the original central dogma, even though Crick himself 
thought they were distinct, being a positive and a negative state-
ment, respectively [7]. Furthermore, Crick emphasized that the 
central dogma [7]:

says nothing about what the machinery of transfer is 
made of… says nothing about control mechanisms…
and was intended to apply only to present-day organ-
isms, and not to events in the remote past, such as the 
origin of life or the origin of the code.

Figure 1. A schematic view of the central dogma. Graphically stylized 
version, based on Watson’s original figure. doi:10.5048/BIO-C.2024.3.f1
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4.	 The fourth version is essentially Crick’s formulation, 
stating that “the transfer of information from protein 
to protein and from protein to DNA is not possible.”

5.	 The final version “concerns the heritability of traits and 
has been interpreted by many as synonymous with a 
rejection of the inheritance of acquired traits. This con-
ception of the Central Dogma says that genes cannot be 
modified by environmental factors in a way that pro-
duces heritable traits in the organism.”

Over the decades, many researchers have published findings 
challenging the central dogma. In response, defenders have 
emphasized the narrow scope of Crick’s original version, accus-
ing such researchers of misunderstanding the central dogma 
[12,13]. As well deserved as those responses may be, it remains 
a historical reality that Watson’s version is far more well known, 
even among professional biologists, despite the common (and 
incorrect) attribution of Watson’s formulation to Crick.

In our research we have observed, as does Camacho, that 
Crick’s narrow version of the central dogma “has seen little 
discussion in the literature” [11]. Indeed, while defenders of 
Crick’s narrow articulation correctly point out the discrepancy 
between Crick’s and Watson’s formulations,1 they rarely offer 
any substantive analysis as to the relevance of Crick’s narrow 
articulation to the actual workings of biology.2 The ongoing 
defense of Crick’s formulation with its narrow focus on the 
prohibited transfer of residue-by-residue information out of 
proteins, comes at the considerable expense of reduced biologi-
cal relevance.

In addition to these multiple and often conflicting interpre-
tations, some have suggested that Crick’s version of the central 
dogma—despite other potential limitations—is technically 
correct from an information-theoretic standpoint and that the 
dogma should be understood only in this very limited sense. For 
example, Eugene Koonin, Senior Investigator at the National 
Center for Biotechnology Information, argued for the central 
dogma based on different kinds of information [15]. According 
to Koonin, the central dogma “emerges due to the transition 
from the digital information carriers, nucleic acids, to analog 
information carriers, proteins, which involves irreversible sup-
pression of the digital information” [15].

In another approach, physicist and information theorist 
Hubert Yockey noted that the genetic code belongs to a class 
of codes known as non-isomorphic codes [17].3 An isomor-
phic code has “a one-to-one mapping from one alphabet to the 
other”[17]. In contrast, in the case of the genetic code which 
uses a 64-position (43) table that is translated to an amino acid 

1	 Dan Graur provides a detailed and entertaining review of the historical aspects 
[13].

2	 In a subsequent paper, Camacho argues that Crick’s narrow negative formulation 
of the central dogma undercuts its usefulness and that under such an approach 
“the Dogma amounts to a triviality” and “of no practical significance to science” 
[14]. In contrast, Eugene Koonin calls Crick’s central dogma “the great biological 
exclusion principle” [15]. Koonin’s opinion on Crick’s central dogma seems to have 
changed over time. In 2012, he argued against it based on prions [16], while in 
2015, he argued for it based on his understanding of information [15], which we 
address hereafter.

3	 If two alphabets are not isomorphic, then “no code exists such that the destination 
can send messages from alphabet B to the source in alphabet A. Thus, the genetic 
code, like all codes between probability spaces that are not isomorphic, has a Cen-
tral Dogma” [17].

table with only 22 positions (20 plus start and stop)4, it is usu-
ally not possible to reconstruct based solely on the resulting 
amino acid the precise 3-nucleotide codon that was originally 
present in the DNA sequence.5 Figure 2 provides a simple 
example of an isomorphic code vs. a non-isomorphic code.

The above discussion assumes a faithful translation process. 
However, there is an additional way in which information 
might be lost during any translation or transmission process. 
Any non-idealized system—meaning, we note, essentially all 
physical systems—will be subject to certain errors or “noise” 
in the process of translation, transmission, receipt and decod-
ing.6 Yockey’s work, building on the pioneering work of Claude 
Shannon [20], emphasized the transmission of messages across a 
communication channel and, thus, focused heavily on the poten-
tial introduction of noise and the need for error correction.7

4	 While the genetic code is often thought of as representing 20 amino acids, plus 
start and stop, various exceptions have been discovered. For example, some organ-
isms use the stop codons (normally used in other organisms to terminate transla-
tion) to code for amino acids [18,19].

5	 Note that the inability to reverse-translate a message in the case of a non-isomor-
phic code is based solely on examination of the code and the alphabets in question. 
It may be possible to reverse-translate the message if additional outside informa-
tion is available. Yockey acknowledges that overlapping genes would provide ad-
ditional information that could potentially enable the original genetic sequence to 
be recovered [17].

6	 This principle is underscored by the ubiquity of multiple error-correction mecha-
nisms, in everything from our communication devices, to our computer storage 
systems, to living organisms.

7	 In addition to being non-isomorphic, the genetic code is also a block code, mean-
ing that all “letters” (by which Yockey meant codons) of the genetic alphabet are of 
the same length. These equal length codon blocks are a key characteristic that en-
ables important error correction capabilities to be employed in the face of genetic 
noise. Readers will be familiar with a similar block approach employed in modern 
computing: the 8-bit byte. Yockey’s own work in this area is foundational to our 
understanding of the connection between information theory and biology but is 
beyond this scope of the present discussion.

Figure 2. A simple example of an isomorphic code vs a non-
isomorphic code. In the case of an isomorphic code, there is a one-to-
one mapping of symbols from one alphabet to another, permitting a 
direct reverse translation to the original message. However, in the case 
of a non-isomorphic code, there is not a one-to-one mapping, thus 
preventing a direct reverse translation to the original message. Of course, 
this is an idealized example for illustrative purposes. Between any two 
natural languages there are many non-isomorphic correspondences, and 
even within the genetic code there are arguably one or two isomorphic 
sequences (e.g., AUG<-->Met). Nevertheless, it remains true that the 
genetic code is broadly non-isomorphic. doi:10.5048/BIO-C.2024.3.f2
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Yockey notes that, “Although the genetic system is remark-
ably accurate, genetic noise…does cause some codons to be 
translated or decoded incorrectly” and that “in particular, that 
noise may be introduced in the form of a mistranslated mRNA 
or a mischarged tRNA” [17]. However, this type of informa-
tion loss relates to communication of the message under the 
practical constraints of the physical system in question. It does 
not constitute a theoretical absolute that necessitates loss of the 
information as in the case of a non-isomorphic code as dis-
cussed above. It is one thing to observe that information may be 
lost in translation in a given instance due to system limitations 
and potential noise. It is another thing to categorically state, as 
Crick did, that as a matter of principle, “information cannot be 
transferred from protein to either protein or nucleic acid,” [7] 
and that such a transfer is “impossible” [6].

Crick’s formulation of the central dogma does not appear to 
have resulted so much from information-theoretic principles of 
non-isomorphic block codes, as from how biology was thought 
to work at the time. The proposition that the central dogma 
was intended to be understood as merely a narrow statement of 
the non-isomorphic nature of the genetic code is problematic, 
both practically and historically.

First, Crick seems not to have given serious consideration to 
the possibility of synonymous codons at the time he formu-
lated the central dogma. Instead, together with John Griffith 
and Leslie Orgel, he proposed a version of the genetic code that 
had 20 ‘sense’ and 44 ‘nonsense’ combinations of nucleotides,8 
to provide a 1:1 match to the number of known amino acids in 
proteins—in short, an isomorphic code [6].

Second, even with our knowledge of 64 codons today, 
from a practical standpoint the alleged “loss” of information 
in going from 64 codons to 20 amino acids is something of 
a definitional point, rather than a substantive one. Setting 
aside new discoveries that are beginning to cast doubt on the 
long-held assumption that so-called “synonymous” codons are 
in fact truly synonymous9 and granting for purposes of discus-
sion that such codons are truly synonymous for all purposes 
in the cell, then replacing, for example, CGC (arginine) with 
CGA (arginine) would not result in any change of informa-
tion, either loss or gain. Therefore, if we were to start with an 
arginine amino acid residue in a protein and reverse translate 
it back into a DNA codon, it would make no difference if it 
were reverse-translated as CGC or CGA (or any of the other 

8	 One such genetic code proposed by Crick, Griffith and Orgel in 1957 consisted 
of what we might call limited triplets. Specifically, they proposed three types of 
triplets, each one of which was limited to a certain number of possible ‘sense’ 
codons—2, 6 and 12, respectively—for a total of 20. The trick in reducing the 
allowed number of combinations to 20, lay in proposing various restrictions on 
which nucleotides could occupy each position within the three types of triplets. 
Of course, this turned out to be incorrect, but the ingenuity in this case, and 
Crick’s appropriate modesty, are to be commended. In 1958, he wrote: “Thus we 
have deduced the magic number, twenty [amino acids], in an entirely natural way 
from the magic number four [nucleotides]. Nevertheless, I must confess that I find 
it impossible to form any considered judgment of this idea. It may be complete 
nonsense, or it may be the heart of the matter. Only time will show” [6].

9	 Recent discoveries suggest that in some cases so-called “synonymous mutations” 
can in fact have significant, even lethal, consequences for the organism. Much is 
still left to be discovered in this area, but possible reasons may include changes in 
the timing of polypeptide folding (and hence the resulting protein structure) due 
to time differences resulting from the stochastic availability of the relevant tRNAs, 
as well as possible overlapping or bi-directional reading frames for other genes that 
include the codon in question. See discussion in Section III.C.

4 arginine codons), precisely because—on the assumption of 
fully synonymous codons—the only information contained in 
the DNA codon is whether it identifies arginine as the assigned 
amino acid. It would therefore make no difference which codon 
for arginine were used.

Thus, if we are interested in the substantive underlying 
information—the information that actually matters for cellular 
function—the alleged loss of information in reverse-translating 
a particular codon to its assigned amino acid is illusory. The only 
information of interest originally present (namely, which amino 
acid is assigned) can be easily recovered by reverse translating 
the amino acid into any of the relevant codons for that amino 
acid. The only information arguably “lost” to us would be the 
precise underlying DNA codon sequence that had originally 
been used to produce the amino acid—an interesting piece of 
historical data for the curious information theorist, perhaps, 
but irrelevant to the actual workings of the cell.10

Ironically, then, to the extent that codons long assumed syn-
onymous turn out not to be synonymous after all, this narrow 
interpretation of the central dogma’s proposed loss of informa-
tion in the translation from DNA to proteins is called into 
question. At the same time, if the codons turn out to be truly 
synonymous, then such an interpretation of the central dogma 
is true as a triviality, without any real-world consequences for 
biology. In either case, this situation seems at odds with Crick’s 
own view of the importance of the central dogma to biology. 
Crick said if any cell were found that could reverse the infor-
mation flow of the central dogma, it “would shake the whole 
intellectual basis of molecular biology” [7]. Thus, Crick’s view 
of the central dogma seems to be based on something other 
than the information-theoretic aspects considered above.

Third, at the time some believed that the information flow 
from DNA to RNA was unidirectional. Indeed, as quoted in 
the prior section, Watson emphasized this then-commonly-
understood unidirectional flow of information. However, if 
the multi-directional flow of information were actually prohib-
ited in nature, it would not be due to information-theoretic 
considerations. It is a straightforward matter to determine the 
underlying DNA sequence from a previously transcribed RNA 
transcript (setting aside modifications, such as alternative splic-
ing and RNA editing, discussed later). Indeed, the discovery 
of reverse transcriptases was considered by many to challenge 
the central dogma, prompting Crick to respond by refocus-
ing attention on the “residue-by-residue transfer of sequential 
information” from nucleic acids to proteins. Further, although 
he acknowledged the existence of certain prions, Crick explic-
itly excluded the possibility of protein-to-protein information 
transfer, although such transfer is not prohibited by informa-
tion-theoretic considerations.11

10	It should be noted that this point relates only to the theoretical question of in-
formation loss in translating from the 64-codon alphabet to the 22-amino-acid 
alphabet, assuming truly synonymous codons. We are not suggesting that no pro-
cesses in the cell could be impacted by a change of codon assignment. Indeed, they 
sometimes are. See discussion in Section III.C.

11	Yockey explicitly points out this disconnect between information theory and 
Crick’s central dogma, observing that the mathematical properties of codes “does 
not forbid the protein-protein transfer of information, which is forbidden by the 
Central Dogma as stated by Crick” (emphasis in original) [17].
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Thus, in the decades since Crick and Watson’s famous discov-
ery and despite some lack of clarity, as well as critical differences 
between Crick’s initial formulation and Watson’s later additions, 
the central dogma has most commonly been understood as cod-
ifying the unidirectional flow of information, from the sequential 
genetic information source, through sequential mRNA, to the 
physical instantiation of that information in functional proteins 
in the organism, rather than as a technical statement about a 
theoretical information loss from translating a non-isomorphic 
DNA sequence. Despite the interesting nuances of code tables 
and the potential loss of information whenever translating from 
a larger code table to a smaller one (as interesting as that may 
be), we believe a focus on the directional flow of information 
best represents the underlying substance of the central dogma, 
which was based more on the understanding of biology at the 
time than on information-theoretic considerations.

It is in this sense of information flow that we will discuss, cri-
tique and propose an update to the central dogma throughout 
this paper. We argue that: (i) Crick’s concept of information 
needs to be expanded, (ii) what information can be trans-
ferred must be considered, and (iii) the context-dependent 
mechanisms of transfer are essential. Further, in light of the 
possible ‘loss-of-information’ approach to the central dogma 
just reviewed, we also provide a novel view of information gain 
and loss during the transcription and translation processes.

Impact of the Central Dogma
It seems impossible to measure the exact impact of the dis-

covery of the double-helix structure of DNA and of Crick’s 
formulation of his sequence hypothesis and the central dogma. 
Crick equated their discovery of the double helix to the “secret 
of life” [21]. With collectors recognizing the significance of this 
remarkable discovery, Crick’s 1953 letter to his son Michael sold 
for six million dollars in 2013, becoming the most expensive 
letter ever sold at auction [3]. Professor of Zoology Matthew 
Cobb referred to Crick’s subsequent 1957 symposium lecture as 
“one of the most significant lectures in the history of biology” 
and as “a lecture that changed how we think” [5]. Historian 
of molecular biology Horace Judson remarked that Crick’s lec-
ture “permanently altered the logic of biology” [22]. Koonin 
called the central dogma the only exception to the “‘ubiqui-
tous exception’ rule” of biology in which “the only actual rule 
is that there are no rules, i.e. exceptions can be found to every 
‘fundamental’ principle if one looks hard enough” [16]. In his 
molecular biology textbook, Burton Tropp declared that the 
central dogma provides the theoretical framework for molecular 
biology [23]. The double helix has become the icon of biology, 
even of science itself, with textbooks, science magazines, and 
popular science articles regularly adorned with an artistic rendi-
tion of the famous helix. It is currently widely accepted that, 
given the nucleotide sequence of one strand of DNA, we can 
write down that of the other, and that, with the genetic codon 
table at hand, we can spell out the amino acid sequence of the 
encoded protein.

Despite the unquestionable influence of the central dogma 
within both popular understanding and scientific research, 

sequence information encoded in DNA is only part of the 
information inside a cell. Furthermore, no information can 
flow without the integrated function of matching DNA, RNA 
and proteins, and whether a DNA sequence encodes for any-
thing (and if so, what) depends not only on the sequence of 
DNA but also on what exists inside and outside of the cell. 
In short, information coding and decoding are interdependent 
and are organism, cell-status and environment specific.

AN EXPANDED BIOINFORMATION CONCEPT
Some challenges have been raised against the central dogma, 

first after the discovery of reverse transcriptases as mentioned 
above, then after the discovery of prions, and later after the 
discoveries of other forms of epigenetics and different means of 
cellular communication [16,24–31]. These challenges relate to 
the understanding of biological information and what is pos-
sible in biological systems.

Crick sought to address the first two of these in his 1970 
clarification of the central dogma, in which he emphasized that 
one of the “two central concepts” was “sequential information.” 
In order to simplify the analysis and home in on this “principal 
problem” of sequence information, Crick found it “necessary 
to put the folding-up process on one side” and also to assume 
that “there was probably a universal set of twenty [amino acids] 
used throughout nature.” He therefore focused on “informa-
tion transfer from one polymer with a defined alphabet to 
another…, the directional flow of detailed, residue-by-residue, 
sequence information from one polymer molecule to another” 
[7]. Thus, Crick’s “information” is “sequence information,” 
which refers to the nucleotide sequence in DNA or RNA and 
the amino acid sequence in proteins. Crick also clarified that 
what he proposed was prohibited was the transfer of protein-
coding-sequence information from proteins to proteins or from 
proteins to nucleic acids (whether DNA or RNA).

In this 1970 piece, Crick acknowledged the existence of 
reverse transcriptases and pointed out that his central dogma 
did not prohibit the flow of information from RNA to DNA, 
although he felt this was something that “does not occur in 
most cells, but may occur in special circumstances” [7]. He also 
acknowledged that questions about inheritance had arisen when 
prions were discovered. After all, there did not seem to be a 
direct correlation between the coding-sequence information in 
DNA and the structure of the newly propagated prions because 
a prion and its protein counterpart share the same nucleotide 
and amino acid sequence [32,33]. Thus, Koonin would later 
regard prions as a special example of epigenetics [16]. A prion’s 
ability to impact the shape of another protein began to create 
doubts about Crick’s proposal that information could not be 
transmitted from protein to protein (although in the case of 
prions it should be noted that it is not the precise sequence 
of the amino acids which is altered, but the three-dimensional 
structure of the protein) [16,26,27].

While reverse transcriptases and prions did not directly refute 
Crick’s narrow prohibition on the transfer of sequence informa-
tion out of proteins, the general sense of the dogma’s relevance 
as a “central” principle of biology was starting to be called 
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into question. Although not explicitly stated by either Crick 
or Watson, two major assumptions appear to underlie the cen-
tral dogma: First, the protein-coding sequence information of 
DNA contains all the inheritable substance that determines the 
phenotype of an organism. In Crick’s words, “the main function 
of the genetic material is to control (not necessarily directly) 
the synthesis of proteins.…Once the central and unique role 
of proteins is admitted there seems little point in genes doing 
anything else” [6](emphasis added). Second, the meaning of 
the code is independent of the decoding mechanism. Again in 
Crick’s words, the central dogma “says nothing about what the 
machinery of transfer is made of…[and] nothing about control 
mechanisms” [7]. He also postulated that “the way in which 
[proteins] are synthesized is probably uniform and rather sim-
ple, and…gene action...is also likely to be uniform and rather 
simple” [6].

The first assumption, also known as the “gene-centric” or 
“genetic determinism” view of life, has come under increas-
ing criticism with additional discoveries [29,31,34–41]. For 
example, many inheritable epigenetic factors have been discov-
ered, which have complicated the simple relationship between 
genotype and phenotype hypothesized by the central dogma 
[29,31,42]. The second assumption, however, has received less 
attention and will be part of our analysis below.

The fluidity of biological information
Significantly, even though the “central dogma of molecular 

biology deals with the detailed residue-by-residue transfer of 
sequential information,” [7] there is, in fact, no fixed, one-
to-one, biological “residue-by-residue transfer of sequential 
information.” Instead, the meaning of a specific DNA segment 
depends on the system (i.e., the information transfer mecha-
nism of a specific organism), the sequence context and the 
cellular context.

For example, the same RNA sequence can be translated into 
totally different proteins, depending on whether it is translated 
according to the bacterial or eukaryotic mechanisms, or not 
translated at all (Figure 3). Even in the same organism in the 
same gene, the same consecutive nucleotides (e.g., the under-
lined AUGs in Figure 3) can be used as a single triplet codon, 
parts of two separate codons or not as a codon at all, depending 
on its location within the RNA. Furthermore, what a particular 
AUG stands for can be changed by the deletion of a single base 
pair that is far away from that AUG, as is the case with the dnaA 
gene detailed later. Finally, the same mRNA can be translated 
as a functional or non-functional protein. For example, the 
mRNA encoding the bacterial release factor 2 (RF2), can be 
used to make a full length, functional RF2 or a truncated, non-
functional RF2, depending on the concentration of RF2 [43]. 
In the latter case, a functional RF2 binds a normal UGA stop 
codon within the RF2 protein-coding region and stops transla-
tion, generating a truncated product. However, the ribosome 
translating the RF2 mRNA cannot be stopped at the UGA stop 
codon when the concentration of RF2 is low. Instead, the ribo-
some changes the reading frame by skipping the “U” part of the 
stop codon and making its “GA” into part of the next codon, 
resulting in the synthesis of the full-length protein. In this case, 
the normal translation “rule” of reading the nucleotides in a 
protein-coding region three-by-three is circumvented. 

Different kinds of information
Five decades of biological research have revealed that there 

are different kinds of information inside cells. Koonin distin-
guished two kinds: (i) digital information, the one-dimensional 
sequence information contained in nucleic acids; and (ii) ana-
log information, the three-dimensional structure of proteins 
[15].12 Koonin’s concept can, and we argue should, be extended 
since both nucleic acids and proteins have digital (sequence) 
information and analog (three-dimensional structure) informa-
tion. The analog information should be extended to include not 

12	From an information-theoretic standpoint, information is fungible, in the sense 
that it can be encoded in any particular medium and subsequently retrieved, trans-
mitted, translated into other symbolic systems, re-encoded in a different medium, 
and so on. Further, it is important to distinguish between (i) a physical object 
that contains information in the sense of an identifiable encoded symbolic rep-
resentation of something outside of itself (such as we find in a book, in the daily 
newspaper, or in DNA) and (ii) a physical object that performs a particular function 
due to its physical characteristics (such as its three-dimensional structure, density, 
malleability, solubility, polarity, conductivity, position within a larger system, etc.). 
In a strict sense, the latter does not contain information merely because it pos-
sesses a particular physical structure, although information may of course have 
been used in the construction of a given physical structure. However, Koonin (like 
most other authors) fails to properly distinguish between these two, and a detailed 
analysis of these nuances is beyond the scope of this paper.

Figure 3. The same RNA may end up with two different proteins 
in bacteria and eukaryotes. Blue box: Shine-Dalgarno sequence; 
green box: translation initiation site; red box: translation stopping site. 
Top: The hypothetical mRNA would be used to code for a protein with 
amino acids MFIWA, based on a common mechanism of translation of 
bacteria like E. coli. The Shine-Dalgarno sequence is often important for 
translation initiation in bacteria. It hybridizes to an anti-Shine-Dalgarno 
sequence, which is reverse and complementary to the Shine-Dalgarno 
sequence, in the 16S rRNA. Bacteria use the AUG that is a few nucleotides 
downstream of the Shine-Dalgarno sequence as the translation initiation 
site. Bottom: The same hypothetical mRNA could be used to code for a 
protein with amino acids MAKEV, based on the mechanism of translation 
of eukaryotes like yeast. Eukaryotes normally use the first AUG from the 5’ 
end of an mRNA as the translation starting site. Note that the three AUGs 
(underlined in the middle panel) have different meanings: The first AUG 
is used as a translation starting site in eukaryotes but not in bacteria. In 
contrast, the second AUG is used as a translation starting site in bacteria 
but not in eukaryotes. The third AUG is part of two codons—the third 
base of the codon AUA and the first two bases of the codon UGG. Note 
also that the protein-coding regions are different in bacteria and in 
eukaryotes. doi:10.5048/BIO-C.2024.3.f3
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only the three-dimensional structure of a given protein, but also 
protein localization, post-translational modification, network 
components (i.e., available binding partners in a specific cell) 
and cell metabolites—in essence, the broader cellular context.

We suggest naming such extended analog information 
“episequence information.” This episequence information 
consists of all relevant cellular context information, including 
DNA, RNAs, proteins, metabolites and other molecules inside 
a cell at the specific moment under consideration, plus their 
chemical modifications, localization, structures, concentration 
and interactions. While the term “epigenetics” could theo-
retically refer to anything beyond DNA (‘epi’ (upon, above, 
beyond) and ‘genetic’ (DNA sequence)), the term has been 
something of a moving target and often refers to DNA or his-
tone modifications in the context of chromatins [44–47]. As a 
result, it is necessary to have a more expansive and precise con-
cept that includes other information within the cellular context 
outside of the actual sequence information of DNA, RNA and 
proteins.

Therefore, cells contain both sequence and episequence 
information (Figure 4A and 4B). As discussed below, the 
episequence information interprets or decodes the sequence 
information (Figure 4C). Correct interpretation occurs only 
when the coding and the decoding systems match. Together 
they determine whether the sequence information is meaning-
ful, and, if it is, what it means and whether and how it should 
be expressed (i.e., transcribed or translated). On the flip side, 
sequence information also affects episequence information. For 
example, the structure of a protein can be greatly affected by its 
sequence. A specific DNA or protein modification may only 

occur to a nucleotide (for DNA) or an amino acid (for protein) 
within a specific sequence motif.

Different levels of information
In addition to these different kinds of information, cells also 

contain information at different levels. Researchers have discov-
ered that different levels of information are embedded within 
DNA and RNA. The protein-coding level is only one of these. 
One remarkable discovery in recent years has been the discovery 
that so-called “silent mutations” can have vital impacts on cel-
lular function. Under the common view implicitly enshrined 
in the central dogma that the only role of DNA was to code 
for a particular protein, it was long assumed that any codon 
for a particular amino acid was equivalent to any other codon 
for the same amino acid. Thus, for example, because GGA and 
GGG both code for glycine, it was assumed that these codons 
were equivalent and that a mutation from, say, “A” to “G” in 
the third position would have no possible consequence in the 
organism. Such a mutation would be a “silent” mutation, invis-
ible to the internal workings of the organism and to its outward 
appearance.

This inherent “redundancy” of genetic codons has been a 
staple of biology education for decades, with much ink spilt 
debating the reasons for such redundancy and much specula-
tion about its potential role in evolution. While it is far too 
early to suggest that each codon within the genetic code per-
forms a unique role (and variations may exist between different 
organisms), it came as something of a shock to the received 
wisdom that some of the “silent mutations” were not, in fact, 
so silent after all (e.g., [48–53]). There is now good evidence 

Figure 4. Different kinds of information inside cells. A: Coding-sequence-dependent information and its transfer. B: Some examples of episequence 
(coding-sequence-independent) information. C: Relationship of sequence and episequence information. doi:10.5048/BIO-C.2024.3.f4
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that, at least in some cases, recoding an amino acid with codons 
that code for the same amino acid but have different nucleotide 
sequences can disrupt the function of a segment of DNA or 
RNA at a level other than the mere designation of the particu-
lar translated amino acids. Such changes, previously thought 
to be completely neutral, can in fact be lethal, as several of the 
laboratories involved in yeast chromosome engineering have 
discovered with surprise [54–57]. These “silent” mutations can 
affect RNAs, including their structures, stabilities, localization 
and translatabilities [58–63]. They can also affect the properties 
of the proteins encoded by these RNAs since the translation 
speed and localization of an RNA can affect the folding, pro-
cessing and function of the proteins it encodes [62–66]. These 
“silent” mutations can also impact the rate, location and char-
acteristics of further mutation [67].

Another example of coding-sequence-independent informa-
tion is information that is sequence independent but distance 
dependent. For instance, DNA between the upstream and the 
core promoter elements of the human ribosomal RNA gene 
appears to tolerate nucleobase substitutions but not signifi-
cant alterations of its length. Researchers have observed that a 
removal of 44 bp (base pairs) between the two promoter ele-
ments reduces the promoter strength by 90% compared to the 
wild-type and an addition of 49 bp reduces promoter strength 
by 70% [68,69]. 

The dynamic nature of information
Our understanding of cellular information has extended 

beyond different kinds and levels of information to include 
the dynamic nature of information. While the changes of gene 
transcription and translation within the conditions of cell phys-
iology, cell pathology and external conditions are more well 
known, the dynamics of DNA contents are often underappreci-
ated. The sequence of DNA (or its code) and how this encoded 
information is expressed (or decoded), if at all, can be modi-
fied in cells in particular circumstances. DNA can be altered by 
point mutations, regional duplication or deletions, transloca-
tion, recombination, mobile DNA element insertions, whole 
genome degradation (as during apoptosis) or whole nuclear 
removal (as during the formation of human red blood cells). 
Biologist James Shapiro refers to some of these processes as 
“natural genetic engineering” and regards genomes as read-write 
instead of read-only systems [70–72]. Further, the decoding of 
DNA codes can be modified, in that the genes encoded within 
a genome can be silenced via dynamic epigenetic modifications 
of DNA and histones or DNA packaging (i.e., formation of 
heterochromatins)[73–75].

In addition to their synthesis, the stability of DNA, RNAs 
and proteins is tightly regulated within cells to meet the cell’s 
needs, which can change in correspondence to its intra- and 
extra-cellular conditions. While many proteins are involved in 
DNA-damage repair, unwanted or damaged RNAs and pro-
teins are often degraded. For example, while there are only two 
human protein synthesizers (ribosomes, one for translating 
nuclear-encoded genes and the other for translating mitochon-
drial-encoded genes), some 600 specialized human proteins 

(proteases) that break down proteins have been identified [76]. 
We will further address the dynamic nature of information later 
in this paper.

The system-dependent nature of biological information
The foregoing considerations lead us to a fundamental aspect 

of biological information; namely, it is system-dependent. 
Understanding the meaning and use of biological information 
is not just a matter of finding more information in more places 
(e.g., epigenetics, the sugar code, etc.). Instead, the meaning 
and use of information within a complex functional system—
whether a cell, a tissue, an organ, or an entire organism—is 
inextricably linked to that particular system. This will become 
more obvious as we analyze the interdependence of the coding 
and the decoding systems in the following sections.

An inclusive concept of biological information
Figure 4 summarizes some of the information aspects that 

have been identified within a cell. As mentioned previously, 
cells contain both sequence and episequence information,. yet 
even genomic DNA contains both genes and non-genes. While 
a common misconception is that genes always code for proteins, 
many experts apply a broader definition and refer to a gene as 
any segment of DNA that is transcribed into a functional RNA 
molecule [77], while a non-gene is any DNA segment that 
does not encode a gene. Next, there are protein-coding RNAs 
and non-protein-coding RNAs (in short, non-coding RNAs or 
ncRNAs). Then there are translated and untranslated regions in 
a protein-coding RNA.

Crick’s “residue-by-residue transfer of sequential informa-
tion” covers only the protein-coding part of genomic DNA 
and only its sequence information. Therefore, the DNA-to-
RNA-to-proteins view fails to account for much of the genetic 
information, especially in complicated organisms like humans. 
As detailed below, not all regions of genomic DNA encode 
genes, not all genes are protein coding, and not all regions of a 
protein-coding gene code for amino acids of that protein [78].

It has long been known that the regions of DNA that 
encode the most abundant and most stable RNAs—the ribo-
somal RNAs (rRNAs) and transfer RNAs (tRNAs)—are not 
protein-coding. However, rRNAs and tRNAs were regarded as 
rare anomalies and were not directly addressed in the central 
dogma. Consequently, the protein-coding regions are gener-
ally referred to as coding regions, while the rest of the genomic 
regions are referred to as non-coding regions because they do 
not encode proteins. Crick and many others after him viewed 
the non-coding regions as “junk DNA” that had little or no 
effect on the organism [79–81].

Strikingly, numerous genome-scale studies have revealed 
that, instead of being a rare anomaly, a significant amount 
of DNA does not code for proteins (although its transcribed 
products may be involved in protein production and protein 
function), especially in higher organisms. For example, it is 
estimated that only 1.1–1.5% of the human genome encodes 
proteins [82–84]. Even though recent research has shown that 
protein-coding regions are more pervasive than previously 
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thought [85,86], there are many more non-protein-coding 
genetic sequences than protein-coding genetic sequences in the 
human genome [77,78](see Figure 5). Note that determining 
the exact percentage of gene-encoding regions and of each gene 
category in the human genome is still a challenge [87]. This is 
partly due to the complicated organization of genes: some genes 
are located within or overlap with other genes, on the same or 
on the opposite strand of DNA [88].

The non-protein-coding regions can be essential to the via-
bility or reproduction of the organism. For instance, although 
they were previously widely regarded as junk DNA, introns can 
be vital for an organism. Deletions of certain introns are lethal 
for yeast [54,57] and humans [89], and failures in sex-specific, 
alternative-intron splicing prevent proper male and female 
differentiation and cause infertility in Drosophila melanogaster 
[90–92]. Mutations in the 5’ or 3’ untranslated regions of a 
protein-coding gene can alter its functions and cause diseases 
[62,63]. Furthermore, most of the functional elements iden-
tified by the ENCODE project and of the single nucleotide 
polymorphisms (SNPs) associated with disease by genome-wide 
association studies (GWAS) are localized within the non-pro-
tein-coding regions of the human genome [84].

Therefore, the central dogma, with its focus on the sequence 
information that codes for proteins, must be updated to account 
for the greater proportion of DNA that is functional, though 
not protein coding, as well as the different kinds, different lev-
els, and dynamic and system-dependent nature of information. 
Furthermore, episequence information must be included as 
an integral part of biological information to truly reflect the 
molecular workings of cells.

INFORMATION CARRIERS EXAMINED

DNA
One widespread and persistent popular misconception is that 

DNA self-replicates, perhaps due to the influence of Watson’s 
textbook and his description of the central dogma. As quoted in 
the historical section of this paper [8,9], he stated that “DNA is 
the template for its self-replication” (emphasis added). Although 
it is not clear whether Watson actually thought DNA could 
self-replicate or whether this was merely an unfortunate slip of 
the tongue, this misconception is often repeated, even though 
the fact that DNA cannot self-replicate is one of the most cer-
tain truths discovered by molecular biology studies. Therefore, 
we would like to emphasize that DNA does not and cannot self-
replicate.

Shapiro used 12 Boolean propositions to illustrate various 
cellular information transfer events, and his first proposition is:

“DNA + 0 ==> 0” (Figure 1 of [31]).
Shapiro’s point was not that DNA was “0” or “nothing” in 

the sense of being unimportant or of no value. Rather, he was 
emphasizing that DNA, on its own, does not provide biological 
function, whether that of replicating itself or even of produc-
ing RNAs or proteins. In fact, as we will show in the section 
on the interdependence of the coding and decoding systems, 
DNA does not carry out its life-critical function without 
specific RNAs and proteins geared toward working with that 
DNA—which can be termed “cognate” or “matching” RNAs 
and proteins. In other words, Shapiro’s proposition could even 
be expanded as follows:

DNA + non-cognate RNAs + non-cognate proteins ==> 0.
As Denis Noble observes, “the cell, not its DNA, is the real 

replicator.” DNA “replicates accurately only in a complete 
cell containing all the objective functionality that enable cells 
to be alive,” relying “on an army of specialized proteins and 
on the lipid membranous structures for which there are no 
DNA sequences. Outside a living cell, DNA is inert, dead…. 
Active causation lies at the level of the cell, or of multicellular 
structures and organisms” [29]. A similar comment is made 
by Johannes Jaeger: “There is no privileged control by replica-
tor genes: genetic causation always has to be interpreted in its 
organismic context” [39].

Indeed, the double helix is a double-edged sword; it not 
only “suggests a possible copying mechanism for the genetic 
material” [4] but also makes DNA replication difficult. In 
part, this is because cellular DNA molecules are very long, 
and the two strands are tightly wrapped around each other. 

Figure 5: Relative percentages of different types of genes within the 
human genome. The numbers represent estimates of gene numbers 
and their percentages of the total number of transcribed regions, but 
not the length of the DNA encoding those genes. Data are based on 
GENCODE version 42 (GRCh38.p13, release date: October 2022, https://
www.gencodegenes.org/human/stats_42.html). Note that not all human 
genomic DNA encodes genes, and so the above numbers do not 
represent percentages of the overall genome. Even though most regions 
of the human genome are transcribed, its exact gene-coding regions 
and their protein-coding status are not entirely known [87]. Indeed, 
researchers even differ in how a gene should be defined [88]. Note also 
that most nucleotides of protein-coding genes are located within the 
genes’ untranslated regions and introns and, thus, do not code for amino 
acids in proteins. doi:10.5048/BIO-C.2024.3.f5

https://www.gencodegenes.org/human/stats_42.html
https://www.gencodegenes.org/human/stats_42.html
https://doi.org/10.5048/BIO-C.2024.3.f5
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For example, the Escherichia coli genomic DNA is 4.6 million 
base pairs long and separation of the two strands, even for a 
few base pairs, requires a specialized enzyme (a helicase) and 
ATP. Furthermore, when helicase unwinds the two strands, 
the DNA ahead of the opening will become overwound and 
needs to be untangled by another specialized protein enzyme 
known as topoisomerase. Left unabated, the torsion resulting 
from the overwinding would quickly stop the ability of DNA 
polymerase or RNA polymerase to continue down the DNA 
strand during DNA replication or transcription, respectively. 
It could also result in permanent breakage or damage to the 
DNA strand. All told, more than 25 different proteins are 
required for minimally regulated replication of E. coli genomic 
DNA in vitro [93]. Regulated, faithful replication inside cells 
requires more proteins. A search in the OrthoInspector data-
base [94] reveals that 56 and 133 different proteins have been 
identified to be involved in DNA replication in the bacterium 
E. coli and the eukaryote Saccharomyces cerevisiae, respectively. 
More significantly, most of the proteins involved in bacterial 
DNA replication are unrelated in amino acid sequence to those 
involved in eukaryotic DNA replication, a conclusion consis-
tent with other studies (e.g., [95–100]).

In addition to this sophisticated suite of protein machinery 
required for proper DNA replication, the timing and extent of 
DNA replication is tightly regulated. A cell may replicate part 
of or the whole genome and may make multiple copies. A cell 
may use high fidelity polymerases or error-prone polymerases 
during replication and vary the extent to which replication 
errors will be corrected by the DNA repair system [101]). The 
cell’s ability to sense its internal and external conditions, the 
decision about whether, when, how much, and how accurately 
to replicate DNA and the very execution of DNA replication 
all depend on the integrated functions of numerous RNAs and 
proteins in the cell and the protein-loaded cell membranes.

It is worth repeating that the genome of a cell is much more 
dynamic than expected—certainly far more dynamic than the 
central dogma had led us to believe. There are multiple ways 
cells can manipulate their DNA contents, and, in a growing 
number of cases, genomic DNA is turning out to be a read-
write rather than a read-only system [102]. For example, Zhang 
and colleagues deleted all 100 copies of endogenous S. cerevisiae 
ribosomal DNA (rDNA), replaced them with a DNA fragment 
containing 1.2 or 2 copies of the rDNA unit carrying a hygro-
mycin B resistance mutation and cultured the resulting strains in 
medium containing increasing amounts of hygromycin B [57]. 
After two weeks, a new rDNA cluster had been regenerated and 
the copy number was comparable to that of the wild type. This 
demonstrates that the cells have a mechanism to detect the copy 
number of rDNA and maintain the desired copy number. In S. 
cerevisiae, this can be accomplished by the upstream activating 
factor (UAF) for RNA polymerase I. In other words, UAF helps 
ensure ribosomal RNA (rRNA) production not only by the 
transcription of rDNA but also by controlling its copy num-
ber in the genome [103]. D. melanogaster has also been found 
to be able to adjust its rDNA copy numbers [104,105]. Van 
Hofwegen and colleagues found that aerobic citrate-utilizing 

E. coli (Cit+) could be rapidly and repeatedly produced when 
wild type E. coli was cultured in a minimal medium supple-
mented with citrate, resulting from an active internal cellular 
process that generated additional citT and dctA loci followed by 
rearrangement of the DNA [106]. Specifically, the E. coli cells 
rearrange their chromosome in the presence of oxygen, moving 
around open reading frames and promoter elements to allow 
for expression of these genes and, therefore, synthesize enzymes 
that are needed for citrate metabolism that are normally synthe-
sized only in the absence of oxygen. Strikingly, E. coli cells that 
lacked functional citT or dctA were not able to respond to the 
same environmental challenges to become Cit+.

A growing number of studies of molecular mechanisms reveal 
that nucleotide changes are often part of a highly regulated 
process (meaning that these “mutations” are not mistakes, as 
previously thought) and are either activated or up-regulated 
temporarily when cells/organisms are stressed, as part of a 
proactive control system (reviewed in [101] and [107]). Fur-
thermore, proteins  actively survey DNA with the help of RNAs 
and either maintain the DNA intact or orchestrate needed 
alterations–even its total degradation (such as in the case of 
programmed cell death or in the development of anucleated 
human red blood cells).

In summary, it appears true that DNA is not synthesized 
using protein as a template (i.e., no reverse translation), and as 
such, proteins presumably played no role in determining the 
nucleotide sequence of the first strand of DNA in the first cell. 
However, proteins play a central role in determining the DNA 
contents of the descendants of that cell, as well as in the coding 
potential and usefulness of the DNA, as discussed below. As we 
will see, every protein functions in the context of other pro-
teins, RNAs, and, in fact, in the whole cellular context of a cell.

RNA
Just as it is worth emphasizing that DNA cannot self-repli-

cate, it is worth emphasizing that without a matching decoding 
system in place or the desired cellular conditions, genes that 
would otherwise be transcribed into an RNA product may 
be silenced or simply ignored (i.e., not be transcribed into an 
RNA product). About the same time when Crick formulated 
his central dogma of molecular biology, Jacob and Monod 
demonstrated that the transfer of genetic information could be 
blocked [108–110]. Many studies have shown that large regions 
of a genome (up to whole chromosomes) can be silenced by 
epigenetic information (e.g., [74,75]).

Basically, the cell, including its RNAs and proteins, deter-
mines whether a segment of DNA will be used as a template 
to make an RNA molecule, whether an RNA will be used to 
direct protein synthesis or whether an RNA will be actively and 
rapidly degraded, based on the internal and external conditions 
detected by the cell. In other words, whether a segment of DNA 
will be recognized as a gene and whether that gene will be used 
to generate a protein depends, among other factors, on the 
RNAs and proteins present in the cell at that moment. It often 
also depends on what is present in the surroundings outside 
the cell. Indeed, it is the overall cell (including the RNAs and 
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proteins inside the cell and in its membranes and metabolites) 
that determines whether a segment of DNA will be treated as a 
gene or a non-gene and whether that gene will be used to direct 
the production of any RNA or proteins.

The common tendency to refer to a given segment of DNA 
as a “gene” because it happens to code for a protein in a specific 
instance in one particular organism belies a simplistic view of 
the richness of biology—a view exacerbated by the central dog-
ma’s tidy emphasis on DNA to RNA to proteins. The study of 
molecular biology would be much simpler (although no doubt 
less interesting) if the sequence identification of a particular seg-
ment of DNA could tell us all we needed to know about what 
protein would be produced (if any), when and to what extent 
it would be produced and the function of the protein product. 
In reality, regulation of gene expression (i.e., transcription and 
translation) accounts for much of molecular biology research.

Studies of the ENCODE Consortium and others have 
uncovered that there are more genes that do not encode any 
protein than those that do in the human genome, as noted 
above [84,111,112]. Not only can a given genetic sequence 
code for multiple RNA transcripts that code for different 
proteins—resulting from different transcription or translation 
starting sites or stopping sites or from alternative splicing—but 
genes often overlap with each other. These studies have unveiled 
unexpected challenges in delineating genes. It seems that genes 
are having an “identity crisis” [88].

In short, molecular biology has uncovered a rich and complex 
array of components and systems that underlie the production 
of proteins from DNA. Rather than a simple, inevitable flow of 
information from DNA to RNA to proteins, it is now clear that 
no information can flow or be transferred without the interde-
pendent, integrated, functions of the DNA, RNAs and proteins 
of the cell. The sequence-dependent information of DNA is 
somewhat like a recipe book. Its value and usefulness depend 
on the user. It is not a book to be read from cover to cover, 
conveying the same information to every reader. The chef can 
choose which recipe to use and modify the recipe as needed. 
Unfortunately, the DNA “book” does not contain punctuations 
or paragraph breaks that can be easily recognized by us humans, 
and its sentences (genes) often overlap and can sometimes be 
read backwards (i.e., encoded on the opposite strands of DNA) 
and sometimes need to be skip-read (e.g., RNA back-splicing 
[113], RNA trans-splicing [114], programmed frame-shifting 
[115], and programmed translational bypassing [116]).

Protein
One fact we would like to draw specific attention to regard-

ing proteins is that synthesizing a polypeptide is not equal to 
making a protein that performs a desired function. A protein 
can perform an opposite function or no function at all depend-
ing on its location, posttranslational modifications or binding 
partners. For example, DnaA, the bacterial origin-of DNA-rep-
lication recognition protein, is active when it is ATP bound but 
inactive when it is ADP bound [117]. Furthermore, a protein 

without correct binding partners may be actively degraded as 
soon as it is made [118,119].

Discussions about the purpose of proteins in the cell tend 
to focus only on the construction of proteins for active cellular 
functions, especially when one is thinking of the origin of life. 
Therefore, it came as something of a revelation that each known 
genome also encodes many proteases, which are proteins that 
break down proteins. For example, 4.74% of the 24,194 human 
protein-coding genes are proteases, according to the renowned 
peptidase database MEROPS [120,121]. In addition, in several 
genomes studied to date, there are more nucleases encoded in 
each genome to break down DNA and RNA than there are 
polymerases to synthesize DNA and RNA [122–126].

These proteases and nucleases are like the cell’s self-destruc-
tive molecular demolishers. Fortunately, inside cells they are 
kept under tight control so that they only break down excess, 
malformed, damaged or no-longer-needed DNA, RNAs and 
proteins to ensure that only those needed at the specific time 
and in the specific intra- and extra-cellular conditions are gen-
erated or maintained at the right levels. Some other well-known 
molecular demolishers are lysosomes, macrophages, osteoclasts 
and digestive organs.

Thus, proteins have many facets. Some of them help deter-
mine whether, when and how to synthesize DNA, RNAs, 
proteins, and many other molecules inside cells.Some of them 
break down what has been synthesized. Proteins help to inter-
pret the messages encoded by DNA and RNAs; they help to 
alter the messages and messengers (e.g., through RNA editing, 
alternative splicing and alternative translation); they can silence 
genes epigenetically; they work with DNA, RNAs, proteins, 
and other molecules inside the cells; they are, in turn, subject to 
control by molecules inside the cells; and they are encoded in 
genomes whose protein-coding ability cannot be realized inside 
cells apart from proteins.

In summary, each genome encodes not only proteins to syn-
thesize cellular components (including DNA, RNAs, proteins, 
lipids, and sugars) but also proteins to break them down. Both 
the builders and the demolishers are essential for cell viability 
and proliferation. If not synthesized or degraded at the correct 
time, correct levels, and in the correct locations, the products 
of genes, including those proteins that are builders, can kill the 
cell.

INFORMATION TRANSFER: A REALISTIC VIEW
If we limit the discussion of information in living systems 

to sequence information as Crick did, then the many discov-
eries about biological information in the intervening years do 
not technically challenge Crick’s version of the central dogma 
[7,15]. We could still observe, for example, that when DNA 
is being replicated accurately, “we shall get two copies where 
we had one before,” as Crick said. And when a gene is trans-
lated (assuming we ignore additional processing steps, such 
as alternative splicing and RNA editing), once we know the 
protein-coding region (i.e., the open reading frame (ORF)) of 
a gene, we can spell out the amino acid sequence of its encoded 
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protein, and that the resulting sequential amino acid “infor-
mation cannot be transferred from protein to either protein or 
nucleic acid” [7].

Such a limited view of cellular information might allow us to 
maintain the perception that the central dogma is true, but it 
would be true only in an increasingly limited way and with an 
increasing number of exceptions. In light of new discoveries, we 
might be able to hold onto the proud tradition of the central 
dogma but only at the expense of accuracy and relevancy.

A more current understanding would recognize that the 
viability and reproduction of a cell depends on its ability to 
determine those conditional aspects, namely, (i) “when DNA 
is being replicated accurately,” (ii) “when a gene is translated,” 
and (iii) “once we know the protein-coding region of a gene.” 
These are what the central dogma, in Crick’s own words, “says 
nothing about” [7].

However, what the central dogma “says nothing about” mat-
ters. Countless experiments have shown that no information 
can be transferred without the coordinated interaction of DNA, 
RNA and proteins, as mentioned above and further detailed 
below. More importantly, both the meaning and the usefulness 
of a code depend on the decoding systems. The situation is 
similar to human languages. The four-letter word “gift” means 

a present in English, a poison in German and nothing but gib-
berish in Chinese. “Your room is on the first floor” points to a 
very different location in England (one level above the ground 
level) than in the United States (the ground level), even though 
both countries speak English.

Interdependence of the coding and the decoding 
systems

A key issue that has often been ignored by researchers who 
focus on the sequence information transfer underlying the cen-
tral dogma is that the coding and the decoding systems need 
to match. That is, the DNA to be replicated and the molecular 
machines that replicate the DNA must match, and the genes to 
be transcribed and translated and the molecular machines that 
transcribe and translate the genes also must match.

For example, Craig Venter’s team synthesized the entire one-
megabase (Mb) genome of Mycoplasma mycoides in yeast, but 
the yeast cannot produce a M. mycoides cell using that cloned 
bacterial genome [127]. This is because the genes encoded in 
the cloned genome need to be transcribed and translated using 
the molecular machines that can recognize the encoded genes 
as such and that are present in M. mycoides and its close relative 
Mycoplasma capricolum [127–130]. 

Figure 6. A comparison of DNA replication initiation in E. coli and S. cerevisiae. A: Initiation in E. coli. B: Initiation in S. cerevisiae. Note that in each 
case the proteins involved are unique to either E. coli or S. cerevisiae. doi:10.5048/BIO-C.2024.3.f6

doi:10.5048/BIO-C.2024.3.f6
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The inability of a yeast cell to decode the bacterial M. 
mycoides genetic code is a consequence of the domain-specific 
information processing systems, including DNA replication, 
transcription and translation [97,100,131]. Figure 6 provides 
a comparison of DNA replication initiation in the bacterium 
E. coli and the eukaryote yeast S. cerevisiae. What is striking is 
not so much that the number of proteins involved are different 
(as important as that is) but that the identities of these pro-
teins are different [97,100,131]. The proteins used for bacterial 
DNA replication are mostly bacteria specific and do not have 
known homologs in eukaryotes. Likewise, the proteins used 
for eukaryotic DNA replication are mostly eukaryote specific 
and do not have known homologs in bacteria. Consequently, 
to clone a bacterial genome in a eukaryotic cell, a eukaryotic 
origin of replication had to be artificially incorporated into the 
bacterial genome [127,128].

The transcription and translation machineries of bacteria and 
eukaryotes are also very different. For a piece of DNA to be rec-
ognized as a gene and transcribed by a bacterial cell, that DNA 
segment must be sandwiched between a bacterial promoter 
and a bacterial transcription terminator. Since the bacterial 
promoter will not be recognized as a promoter by the eukary-
otic transcription machinery, the bacterial promoter must be 
replaced with a eukaryotic promoter to have the same stretch 
of DNA recognized as a gene and transcribed by a eukary-
otic cell. The bacterial transcription terminator must also be 
replaced with a eukaryotic one to ensure proper termination of 
transcription. Furthermore, the same RNA transcript may be 
interpreted as encoding totally unrelated proteins by a bacte-
rial cell and a eukaryotic cell due to the differences of bacterial 
and eukaryotic translation machineries [100,132], as discussed 
above (see Figure 3).

Interestingly, not only would a eukaryote cell have trouble 
decoding a bacterial genetic code (i.e., reading, interpreting 
and executing the instructions encoded in a bacterial genome), 
but even one particular bacterial cell may not be able to read 
the genetic instructions of another bacterial cell. For instance, 
adding the whole 3.5-Mb genome13 of the photosynthetic bac-
terium Synechocystis PCC6803 into the 4.2-Mb genome of the 
mesophilic bacterium Bacillus subtilis did not enable B. subtilis 
to perform photosynthesis. The resultant cells could not even 
be cultured in the medium culturing Synechocystis, indicating 
that the added Synechocystis genome was not able to be used 
successfully by the host cell [133], despite the clear benefit the 
added genome might have provided in that medium. Although 
from our outside perspective we might be tempted to think 
that the added Synechocystis genome contained all the informa-
tion necessary to enable the host cells to thrive in the culturing 
medium, the extensive sequence information contained in the 
Synechocystis genome seems to have been unrecognizable and 
of no value to the host cell. Similarly, a eukaryotic cell may 
not be able to read the genetic instructions of another eukary-
otic cell. For example, mouse ribosomal RNA genes cannot be 

13	The two ribosomal RNA genes of Synechocystis were not included because they are 
toxic to Bacillus. The toxicity may be due to the fact that they are close enough to 
the ribosomal RNA genes of Bacillus to be transcribed but different enough that it 
would interfere with the translational machinery of the host cell.

transcribed by the human transcription machinery, and vice 
versa [134-136].

It is worth mentioning that small differences in genetic 
codon meanings can have dramatic effects on the protein prod-
ucts a cell can produce from even the same RNA and whether 
the products can support the life of the cell. For example, four 
organisms were used to generate Venter’s synthetic cell: E. coli, 
S. cerevisiae, M. mycoides and M. capricolum [127]. E. coli and 
S. cerevisiae use the “standard” genetic codon table, while M. 
mycoides, and M. capricolum use a slightly different genetic 
codon table in which the codon “UGA” is used as a trypto-
phan codon rather than as a stop codon. Consequently, even if 
a cloned M. mycoides gene (e.g., the M. mycoides DNA replica-
tion initiation gene dnaA) could be transcribed in E. coli or in S. 
cerevisiae and the resulting mRNA could be used to start trans-
lation at the same translation starting site, the translation would 
be stopped when the translation machinery reaches the M. 
mycoides tryptophan codon “UGA” because the same “UGA” 
indicates a translation stopping site in E. coli and S. cerevisiae 
(Figure 7A and 7B). If M. mycoides used the standard genetic 
codon table, then it would not be able to produce a functional 
DnaA protein to replicate its genome, and the organism would 
not be able to propagate.

To further illustrate the effect of subtle differences in genetic 
codon meanings among different organisms, we analyzed the 
open reading frames (ORFs), i.e., potential protein-coding 
regions, of both strands of the DNA covered by the protein-
coding region of the M. mycoides dnaA gene. Using the default 
setting (minimal ORF length: 75 nucleotides; start codon: 
ATG) of the National Center for Biotechnology Information’s 
Open Reading Frame Finder14 program, five ORFs (four in the 
forward strand and one in the reverse strand) can be identified 
if the standard genetic codon table is used (Figure 7A). In con-
trast, with the codon table that M. mycoides uses, seven ORFs 
(three in the forward strand and four in the reverse strand) can 
be identified (Figure 7B).

The necessity of a functional DnaA protein for the life of 
M. mycoides and the dependence of the meaning of a specific 
nucleotide triplet on the presence of other nucleotides, even 
those from far away, is demonstrated by the M. mycoides clon-
ing experiment of Venter’s team [127]. Near the beginning of 
their cloning process, somehow a nucleotide deletion in the 
coding region of dnaA was introduced when they generated 
their 1-kb (kilobase) fragments. That mistake, unfortunately, 
was carried throughout the rest of the cloning process, leading 
to their failure to generate their desired synthetic cell. They had 
to add back the missing base pair to succeed.

Since they did not report which nucleotide was missed, 
we decided to remove one of the seven consecutive As of the 
1353-nucleotide-long M. mycoides dnaA ORF from 319 to 325 
to illustrate the potential effect of deleting one nucleotide (Fig-
ure 7C–E). This single nucleotide deletion causes a frame shift 
of dnaA (ORF1 in Figure 7B). Consequently, the combination 
of nucleotide triplets in the protein-coding region of dnaA and, 
thus, their encoded amino acids are changed. Furthermore, a 

14	 https://www.ncbi.nlm.nih.gov/orffinder/

https://www.ncbi.nlm.nih.gov/orffinder/
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Figure 7. Changes of meaning of M. mycoides’ dnaA protein-coding region. A 1353-nucleotide-long ruler is included at the bottom of Panels A–C. 
ORFs in six reading frames are indicated. ORFs on the plus strand (or forward strand) are color coded and their three reading frames are indicated 
with +1, +2, or +3. ORFs on the minus strand (or the reverse strand) are indicated with different shades of gray and their reading frames are indicated 
with -1, -2, or -3. ORFs that code for DnaA protein or part of it are outlined with red lines. A: ORFs according to the standard genetic codon table. B: 
ORFs according to the genetic codon table used by mold, protozoan and coelenterate mitochondria, and the mycoplasma/spiroplasma. C–E: Effect of 
deleting one of the seven As of dnaA between 319–325 on all the ORFs (C), on ORF1 (D), and on ORFs 5 and 8 (E). doi:10.5048/BIO-C.2024.3.f7

premature stop codon is introduced so that only a truncated 
DnaA protein product can be made, assuming the mRNA with 
this stop codon is translated instead of being degraded (Fig-
ure 7 C and D). Interestingly, this deletion also causes the loss 
of the stop codon of ORF5, resulting in the fusion of ORF5 
and ORF8 and generation of ORF10 (Figure 7C and 7E). The 
deletion also resulted in another new ORF (ORF9). This ORF 

encodes the same amino acids as does the C-terminus of DnaA, 
but it is in reading frame 3, instead of reading frame 1 (Figure 
7C).

In short, the meaning of three consecutive nucleotides is not 
fixed, as the well-known single standard genetic codon table 
might lead us to believe, because they can belong to the same 
codon or be divided into parts of multiple codons, depending 

https://doi.org/10.5048/BIO-C.2024.3.f7
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on the reading frame. Furthermore, if the nucleotide triplet 
is located outside of a protein-coding region, it will not be 
translated into any amino acid. Last, but not least, whether the 
triplet is within a protein-coding region, and, if it is, in which 
reading frame, may differ depending on the organism—how 
the organism determines whether a gene is protein-coding or 
not, how it determines the translation starting and stopping 
sites, and which genetic codon table it uses. This demonstrates 
the system-dependent nature of biological information and 
its lack of fixed, one-to-one, “residue-by-residue, [directional 
flow of ] sequence information from one polymer molecule to 
another” [7] that Crick’s central dogma envisioned.

Effects of cellular contexts
In addition to the species-specific match required for proper 

coding and decoding, a special match is often necessary within 
a species, such as a match between the stages (or cell cycle) of 
a cell or the match that exists between the type of cell and its 
genome and the molecules that decode the genome. In fact, we 
might think of the decoding system as the entire cell, with its 
many RNAs, proteins and metabolites. This is because it is the 
function of the cell as a whole, in the context of a specific tissue 
or environment, that determines whether the genomic DNA 
will be replicated in the first place and, if so, whether only part 
of the genome or the whole genome will be replicated, whether 
error-prone DNA polymerases will be allowed to participate in 
the replication (as in a stress-response situation) or only DNA 
polymerases with high fidelity, and what parts of the genome 
will be transcribed or translated. This cell-type and cell-status 
match occurs every day in every living organism, although we 
normally do not think of it that way. Evidence now suggests 
that mismatched tissue- or cell-specific transcription and trans-
lation is an important contributing factor for many diseases, 

including cancer and diabetes [137,138]. Imagine what would 
happen if muscle fibers were made in a nerve cell instead of a 
muscle cell. Or consider the pain of having bones grow in a 
place where they should not be.

In summary, the presence of a particular DNA gene sequence 
does not guarantee the making of an RNA transcript. In fact, it 
is vital that this is so, since unregulated gene expression not only 
wastes resources, but can be deadly to the survival or reproduc-
tion of the organism in some cases. In addition, the presence of 
an RNA transcript does not guarantee the making of a protein, 
and the presence of a protein does not guarantee that it will per-
form an expected function. Thus, knowledge of the sequence of 
a genome does not enable one to predict the transcriptome (all 
the RNAs in a cell) or the proteome (all the proteins in a cell). 
Both a cell’s transcriptome and proteome can change based on 
cell type and status and what is present in the environment. 
The only way of precisely knowing the transcriptome and the 
proteome of a cell is to independently examine them. In addi-
tion, it is well known that while determining the raw genome 
sequence of an organism is relatively easy now, annotating the 
genome (i.e., determining which parts of the genome actually 
encode genes) is quite challenging [139,140].

Effects of environmental conditions
In addition to the important match that must exist between a 

genome and the proper species of organism and the additional 
coordination that must exist within the same species between 
its genome and the relevant stages of cell development and the 
various molecules within the cell, an organism’s coding-decod-
ing system must also be coordinated to operate properly within 
a given environment. This includes an organism’s effect on 
and actions within an environment, based on which molecules 
are inside the organism and which molecules are embedded 
within its membranes and in contact with the outside environ-
ment. This has been observed again and again since the dawn 
of molecular biology. For example, in a culture medium with 
both glucose and lactose, E. coli will normally not make galac-
tosidase, a protein needed for lactose metabolism, until all the 
glucose is used up [110]. Then, after the lactose is used up, 
galactosidase production will again be stopped.15

Further, organisms are not necessarily passive responders to 
the environment. They can actively change the environment. 
Examples of an organism’s effects on the environment include 
niche construction and the generation of wastes. Note that the 
wastes of one organism may be nutrients for another (i.e., the 
production and use of oxygen and carbon dioxide of plants and 
animals). Examples of environmental factors that an organism 
may have to deal with include nutrients, temperatures, pH and 
other organisms, such as pathogens, predators and siblings.

An information transfer hourglass
Combining the above discussions with the known chemical 

steps of DNA replication and gene transcription and transla-
tion, we propose an “Information Transfer Hourglass” (Figure 8 

15	Galactosidase may be generated abnormally but not be usable by the cell if the lac-
repressor gene has been mutated and is no longer functioning properly or has been 
artificially modified and controlled.

Figure 8. An Information Transfer Hourglass. Top: System-specific 
decision making; bottom: System-specific genes and gene products; 
middle: non-system-specific monomers, their linkages and linking 
chemical reactions. doi:10.5048/BIO-C.2024.3.f8

https://doi.org/10.5048/BIO-C.2024.3.f8
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Table 1. System-dependent and system-independent aspects of information transfer.

Processes System-dependent System-independent

Replication

•	 Whether a segment of DNA can be replicated
•	 When and how a segment of DNA is replicated

•	 Using the parental DNA as a template
•	 Linking deoxyribonucleotides together via phosphodiester 

bonds
•	 Base pairing during DNA replication

Transcription

•	 Whether a segment of DNA is a gene
•	 Whether the gene is transcribed
•	 Locations of transcription starting and stopping sites
•	 When and how the gene is transcribed

•	 Using the antisense strand of DNA as a template
•	 Linking ribonucleotides together via phosphodiester bonds
•	 Base pairing during transcription

Translation

•	 Whether an RNA molecule is protein-coding
•	 Whether an RNA molecule is translated
•	 Locations of translation starting and stopping sites
•	 Codon status of a specific nucleotide (whether it 

belongs to a codon triplet within a protein-coding 
region and, if so, whether it is the 1st, 2nd, or 3rd 
nucleotide in that codon)

•	 When and how the gene is translated

•	 Protein sequence determined by the sequence of mRNA and the 
translation machinery

•	 Linking activated amino acids via peptide bonds
•	 Each codon is three nucleotides long
•	 Codons are consecutive and non-overlapping (exceptions: pro-

grammed frame shift and programmed translational bypassing, 
which are system-dependent)

•	 The codon tables of organisms are almost the same

and Table 1). At one end is the determination of whether a DNA 
molecule is replicable, whether a segment of DNA encodes any 
gene, whether a gene is protein-coding, and whether the gene 
should be expressed. At the other end are specific gene prod-
ucts, including specific RNAs and proteins. Both ends vary 
with organisms, tissues, cell types, cell status and environmen-
tal conditions. The processes and decision points at one end 

of the hourglass influence and impact the resulting genes and 
gene products at the other end, and vice versa. Further, the con-
stituents at the one end must match—biochemically, physically 
and in information-transfer capability—those at the other end, 
forming a single integrated, coordinated and coherent system.

In contrast, the middle of the information transfer hour-
glass appears to be the same for all currently known organisms. 

Table 2. Information content changes during transcription and translation.

Processes Information loss Information gain

Transcription

•	 Epigenetically silenced genes
•	 Intergenic regions (non-genes)
•	 Enhancers and promoters of a gene that are not part of the 

main transcribed region of the gene and their connections 
with the gene

•	 Status of chromosomes
•	 Availability of transcription factors, their concentration, 

localization, modification and interactors
•	 Availability of specific metabolites and their concentration 

and localization
•	 Presence or absence of specific environmental conditions

RNA 
processing

•	 Introns
•	 External transcribed spacers
•	 Internal transcribed spacers (e.g., the external and internal 

transcribed spacers of pre-ribosomal RNA)

•	 New combinations via RNA splicing
•	 RNA editing
•	 RNA nucleotide modifications
•	 Non-sequence information (folding, localization, formation 

of complexes)

Translation

•	 5’ untranslated regions
•	 3’ untranslated regions
•	 Non-coding (or non-protein-coding) RNA

•	 Structures of RNAs
•	 Availability of RNA-binding factors
•	 Availability of translation factors, their concentration, 

localization, modification and interactors
•	 Availability of specific metabolites and their concentration 

and localization
•	 Presence or absence of specific environmental conditions

Protein 
processing or 

maturation

•	 Cleavage of signal peptides
•	 Intein splicing
•	 Deleting of other regions that are not in the mature 

proteins

•	 Non-sequence information (folding, localization, formation 
of complexes)

•	 New combination via intein splicing
•	 Posttranslational modification



Volume 2024  |   Issue 3 |   Page 17

Revising the Central Dogma

This includes compositional monomers of nucleic acids or 
proteins, the chemical linkages among the monomers in their 
corresponding polymers and the chemical reactions involved 
in monomer activation and polymerization. These chemical 
formation reactions of nucleic acids and proteins both include 
ATP-dependent activation of monomers and water-generating 
condensation. Interestingly, a similar information transfer 
hourglass has been observed on higher levels, such as during an 
organism’s formation of morphological characters [141].

INFORMATION GAIN & LOSS: A NEW VIEW
Figure 9 shows some of the changes and processes involved in 

turning a protein-coding gene sequence into a functional pro-
tein. In addition, Table 2 provides an alternative way to view 
the standard transcription and translation decoding process, in 
light of the above-discussed concepts and the transfer of bio-
logical information, indicating the aspects of information loss 
and information gain alongside the basic steps in the process of 
protein production.

Note that by “information loss” in Table 2 we are not sug-
gesting that information is somehow irretrievably lost within 
the cell. Rather, in the narrow context of coding-sequence 
information, as discussed by Crick in formulating the central 
dogma, the sequence in the next stage of the process (e.g., an 
mRNA vs. the underlying DNA sequence; or an amino acid 
sequence vs. the underlying mRNA) is missing information, in 
that it does not allow for reverse transfer of the earlier sequence 
from the later one. While this can be termed “information 
loss” and we have followed this convention in Table 2, in fact 
what is occurring during protein production is that additional 
information is being brought to bear by the cell from outside 
the relevant coding-sequence in order to complete the next stage 
of the production process. For example, while it is true that 
we cannot start with a protein and recreate the full genomic 
sequence underlying that protein, as reflected above in Figure 
9, the reason is not so much that information has been “lost” 
as is often described, but rather that additional information has 
been brought to bear by the cell in order to read, decode and 
act upon that underlying genomic sequence in order to produce 
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Figure 9. A schematic view of information transfer from DNA to RNA to proteins. Only the regions boxed with dashed lines are protein coding. 
doi:10.5048/BIO-C.2024.3.f9

https://doi.org/10.5048/BIO-C.2024.3.f9
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what is needed by the cell, in the right quantity, at the right 
time, and in the relevant context, as discussed throughout this 
paper. Note that each step of the information transfer can be 
interrupted artificially (as during molecular cloning) or natu-
rally (as a physiological or pathological response).

On the flip side of this “loss” of sequence information from 
DNA to RNA to proteins (Figure 10 left), we also have an 
inverted information funnel in which episequence informa-
tion and even additional sequence information is brought to 
bear during RNA processing and protein processing (Figure 
10, right). For example, alternative splicing of intron-contain-
ing RNAs can produce new combinations of RNA segments, 
resulting in RNA molecules that encode different proteins. In 
addition, RNA editing can dramatically change the sequence 
of an RNA molecule and, hence, the amino acid sequence of 
the protein encoded by the corresponding DNA [142]. Further, 
the presence and/or concentration of a specific protein or RNA 
can alter the translation potential of an mRNA or its encoded 
protein products. For example, the production of full-length, 
functional E. coli release factor 2 depends on a translation frame 
shift that is controlled by the concentration of the release factor 
2 itself, as described earlier [43]. In another case, the transla-
tion of E. coli translation initiation factor IF3 is autogenously 
controlled via a negative feedback loop acting at the level of ini-
tiation codon detection by IF3 [43]. We anticipate that many 
more such cases will be discovered.

However, Crick’s central dogma completely ignores the 
episequence and epigenetic information of cells and their 
effects. As discussed above, it is the episequence information 
inside cells that determines how the sequence information is 
interpreted and whether it will be used to generate any RNA or 
protein products. This includes determining whether a segment 
of DNA encodes any genes, whether a gene is protein-coding, 
where the transcription or translation starting and ending sites 

are located, where a transcription or translation product should 
be transported, how the product should be processed and with 
which molecules the product should interact.

 A REVISED CENTRAL DOGMA
More than 60 years ago at the dawn of the genetic age, a 

model of genetic information transfer was proposed that 
emphasized protein-coding nucleotide sequences in DNA as 
the fundamental source of information in the cell. Extensions 
of the model emphasized a one-way flow of information from 
DNA to RNA to proteins. For decades, the central dogma, as 
formulated by Crick and as modified by Watson, has influenced 
biological research and has impacted views of how information 
processing occurs in the cell and of which aspects of DNA are 
deemed functional or worthy of study.

Yet despite its originators’ remarkable insights and contri-
butions to modern biology, the central dogma is inadequate 
to account for either of the different kinds and levels of infor-
mation inside a cell or the requirements and complexity of 
information transfer. In other words, it is an oversimplified 
model that cannot adequately describe the flow of biological 
information. Although perhaps not intended, the resulting 
reductionist, static, DNA-centric view of life has become a 
hindrance to our understanding of life. The exceptions and 
contradictions have finally reached the point where they can 
no longer be dismissed as occasional anomalies or be explained 
away with definitional clarifications of the central dogma. The 
central dogma’s underlying and normally unstated assumptions 
of the primacy of protein-coding DNA sequence information 
within the cell and of the independence of the coding and 
decoding systems can no longer be considered a viable way of 
understanding the activity and role of information in biology.

Figure 10. The information gain and loss funnels. Left: Loss of sequence information from DNA to RNA to proteins during transcription 
and translation. Right: Gain of episequence information from DNA to RNA to proteins during or after transcription and translation. 	  
doi:10.5048/BIO-C.2024.3.f10
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Recently, Jafari et al. provided a rate-independent Boolean 
mathematical framework to model the information flow of the 
central dogma, based on present-day knowledge of molecular 
biology that includes additional molecular components (e.g., 
microRNA, as well as RNA- and protein-degrading factors) and 
the interconnected relationships between the various compo-
nents [143]. They showed that this more detailed enhancement 
of the dogma is much more complex than the original central 
dogma and is also more consistent with the actual states of bio-
logical systems, such as the rarity of steady-state cell systems 
with high transcription and low translation in nature. This 
finding was later supported in a study by Hausser et al. using 
high-throughput measurement evidence focusing on two of 
the four essential rates of what the central dogma “says nothing 
about,” namely, the rates of transcription, translation, mRNA 
decay, and protein decay [7,144]. Hausser et al. demonstrated 
that genes with high transcription and low translation are rare 
in four model organisms (S. cerevisiae, E. coli, Mus musculus 
and Homo sapiens). They proposed that this observation can 
be explained due to the trade-off between precision and econ-
omy in biological systems16. These studies highlight that more 
complete conceptual models (beyond the basic DNA-to-RNA-
to-proteins approach) are required to enable us to understand 
and predict the dynamic behaviors of biological systems.

As a result of the insights of biology research over the past 
decades and the informational aspects we have discussed herein, 
we propose an update to the central dogma as follows (Figure 
11):

The central principle of molecular biology is regu-
lated, dynamic, and system-dependent information 
coding and decoding.

Specifically, 1) no information transfer can occur without the 
interdependent and integrated function of cognate (or match-
ing) DNA, RNA, and proteins; 2) proteins, with the help of 
RNAs, determine the maintenance, propagation and coding 
potential of DNA and RNA, as reflected in the Information 
Transfer Hourglass; 3) nucleotide sequence information can 
be lost but episequence information incorporated during tran-
scription, translation and RNA or protein processing; and 4) 
information transfer is an active response of a cell to its internal 
and external conditions.

IMPLICATIONS: DISEASE & ORIGIN OF LIFE 
The purpose of this paper has been to stimulate criti-

cal thinking about the central dogma of molecular biology 

16	Hausser et al. noted that an equivalent steady-state protein abundance in the cell 
could be achieved through either (i) a high transcription rate coupled with a low 
translation rate, or (ii) a low transcription rate coupled with a high translation rate. 
However, these two approaches impact cellular function differently. Specifically, a 
high transcription rate coupled with a low translation rate results in lower precision 
control of activity in the cell, but with better economy (due to the lower quantity 
of translation machinery required). Meanwhile, a low transcription rate coupled 
with a high translation rate results in higher precision, but at a higher economic 
cost. While most proteins they studied tended to lie within a predicted range of 
this trade-off between precision and economy, the authors noted several exceptions 
and suggested that these outliers might be due to bet hedging, greater need for 
precision vs. economy for response to specific growth conditions, or faster response 
times.

to improve our understanding of biological information and 
information flow. More importantly, we proposed new ways 
of understanding the information processes at work in living 
systems, including the concepts of episequence information, 
an Information Transfer Hourglass, information gain and loss 
funnels and a revised central dogma of molecular biology. We 
trust this will serve as a more complete framework than the 
original central dogma to help facilitate our understanding of 
life and stimulate further research into the causes and treatment 
of diseases, as well as the origin of life.

For research on diseases, instead of focusing only on gene 
mutations, we need systemic analyses of episequence informa-
tion. Also, we need to address the health effects of our diets, 
micro-organisms inside and outside our bodies, and the rela-
tionships among different organisms and our environment: in 
short, a more holistic view of life. In origin-of-life studies, the 
problem of the origin of the genetic code (or codons) should 
instead be recognized as the problem of the origin of entire 
genetic coding and decoding systems. The genetic code could 
not have been a “frozen accident” as Crick famously said [145], 
because the meaning of a nucleotide triplet is not fixed or “fro-
zen.” Instead, it is system- and context-dependent, as we have 
detailed throughout this paper.

Like Crick’s central dogma, our revised version is also limited 
by our current understanding of the molecular mechanisms of 
life. As future research continues to expand our understanding 
of these processes, we look forward to learning and appreciating 
more about the intricacy, function, transfer and regulation of 
information in biology.

Figure 11. A schematic view of the revised central dogma. Note 
the cell-type- and cell-status-specific, environment-responsive, 
interdependence of DNA, RNA and proteins. Dashed arrows in the 
middle: sequence information transfer. Curved purple arrows at the 
right: kinds of molecules needed for the corresponding information 
transfer. Triangular arrows at the bottom: interactions between a cell and 
its environment. doi:10.5048/BIO-C.2024.3.f11
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